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Chapter I
INTRODUCTION

Hull (1928) uanderscored the general finding that
predictive validities for tests of the day usually fell
withlin the range extending from .30 to .40. In fact
validities of .50 or greater were so rare that he labeled
the region beyond .50 the "region of inaccessibility."”
Today, forty years later, measurement specialists still
view valldities of .50 and avbove as distlnct rarities.
Psychologists have attributed this state of affalrs to
the so called criterion problem aand to the nature of
psycunological tests. With a few exceptlions there nave
been no concerted efforts made to solve the criterion
problem. Instead investizators nave resorted to the
revalidation and revision of thelr measuring devices
assuning that all is well witn the criterion. Ghiselli
(1963) maintained tnat this staganant state of affairs
has arisen primarily due to strict adherence to the
classical additive prediction model.

Low predictive validities, as well as low reliability,
have also been attributed to the nature of psychological
tests. Tests are universally defined as sanmples of
behavior., It follows logically from tals definition that
verfect or near perfect validities are uaobtalnable; no
researcher aspires to perfect or complete sampling. »*

It would appear therefore that workers in the field
of measurcment have resigned themselves to what they

apparently cousider an uzalterable situation., Giving lip
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service to the shortcomings 32 thelr technlgues, they go
blithefully on developlug tests and test batteries walch
by design result in only moderate validity. It 1s tae
purpose of the present research to present an extensive
treatment of a relatively ncw methodological approach to
the aforementioned problems.

Additive regression

Baslc to the classic predictlion model waunether pivariate
or amultivarliate 1s the assuaption tnat errors of measurement
and errors of prediction are of tae same magnitude ror
individuals withlin a specified gfoup. It is recognized
that on any single testing suca errors vary in wagnitude
from one individual to anotaer. However, it is muintalned
(Ghiselli, 1963) that as tae nuaver of parallel tests and
criteria increase without limit, average standard errors of

a

measureuent and predliction approacn the same value for all
individuals. Therefore in a multiple regression eguation,
tae regression weights are tne same for all ilndividuals.
Matanematically the welghts are based on the average variation
of predictor and criterion scores for @l1ll individuals. Ia
the 2dditive regression equation, the predictors are com-
binned in an additive fashlon, tae contribution of each pre-
dictor to tne dependent variabie veing determined by its
resgective regression weight.

Ganiselli (1963) polnted out that the linear combination
of a set of predictors naving tine same regression wel3hts
for all subjects in a group leads to tihe false assunption

that the psycholozical structure of all tae subjects 1s tane sane.



Thls 1is, of course, tantamount to saylag that tne error of
measurement is the same for zll individuals.

That is 1t is assumed that the variability of response
to the predictors and to the criterion is tae same for
all individuals. Thus according to the classic model,
sudbjects having identical predictor scores should have
1dentical criterion scores. 3ince the same regression
welgnts are used for all subjects, identical criterion
scores would in fact be predlcted for those having
identical predictor scores. It follows that any difference
between standard predictor scores and standard criterion
scores 1is due to error of pnrediction. Stated in terms of
standard scores, as tae difference betwcen predictor and
criterion scores increases, tne error of prediction is
sald to increase. Perfect prediction is achieved when the
difference between standard predictor and criterion scores 1is
zero. The additive model does not allow for the possibility
that scores on a predictor may vary as a function of otuer
variables. It may be that individuals haviag identical
predictor scores obtain different criterion scores bzcause
they differ with respect to some other behavioral deter-
minant which, to a degree, deterualnes predictor performance.
Succinctly the classic model does not allow for interaction
between predictor variables and other variables, i.e., no
assessuant of or control for individual errors is possible.

In recent years a number of researchers have presgnted
arguments and evidence which cast considerable doubt on

the adequacy of the classic regression model. Lee (1961)



presented an excellent discussioan of the fallacy involved
in assuming additivity. 3She pointed out tnhat the function
relating the criterion to a predictor is additive if the
same criterion estimate 1s obtalned by applying thne functlion
to the sum of the weighted predictor scores as 1is obtained
by suaming a series of criterion estimates obtained by
applying the function separately to each weighted predlctor
score. If the function is not zdditlve, tnen different
predictor score combilnatione resulting in tae same sum

may result in different criterion scores. Lee argued that
if the function is nonadditive, interactions exist in

the data. In passing, the term "interaction" is used to
refer to "situations in which the relation between two

or more given variables is found to vary as a functlon

of chnanges in the values of one or more other variaples."
Thus the fallacy in assuuning additivity involves simply tae
fact that no allowance is mzde for the occurrence of non-
additive relations, i.e., interactions. As Lee pointed
out, 1t way ve the case that interactloa c¢ffects are so
stronz that two or more predlctiors which correlate zero
with tae criterion may show perfect correlation if cone
sidered jointly by appropriate metnods.

As Ghiselli (1963) emphasized, there is a considerable
vody of research wnich shows tuat individual errors of
measurement and prediction can be assessed, controlled,
aand predicted. These findings will be cited as the c&se
for a nonadditive prediction wmodel is developed. Basically

tne argument to be presented 1s that a nonadditive model



results in a reductlion of wnat has hithertofore been called
Error.

Moderated regression

Confronted with the aforementioned problems inherent
in the classic model, psychologists have been working to
develop & predictlion model which takes into accouat in-
dividual errors of measurement znd prediction. Toops (1948)
introduced a technique by which he divided a group of in-
dividuals into "ulstriths" on the basis of what he czlled
"statistical trait-patterns.” His technigue supposedly
resulted in subgroups (ulstrithsf homogeneous as to vari-
abllity of response and criterion performance. Toops'
technique was an early attempt to design a model which
would permit the control and assessment of individual
error. Gaylord and Carroll (1943) polinted out that a
multiple regression equation optimum for an eatire group
may be inappropriate for subgroups included therein.

As Lee (1961) was later to point out, they asserted
that scores on a predictor variable may vary as a fuanction
of other variables walch taey called "population control

" The term was defined as a variable used to

variables.
identify subgroups having unique regression lines. The
authors stated that population control was achieved

5y including the avpropriate cross-product terms in a
modified regression equation. Unfortunately no detailed
description of the procedure was presented. Saunders

(1954), using a somewhat similar technique, substituted

for "population control variable" the term"moderator



variabvles" and elaborated upon the technique for em~
ploying tanem in prediction equations.

In the usual additive model, the relatlon bpetween
X' and Xj may be revresented in terms of standard scores

by the formula

Y=y + ilbin [

where y' is predicted Y; y is the mean of predicted Y;

bj 1s the regression weight for the predictor; and z;
i1s a predictor scoree.

As previously mentioned, the above model does not
allow for interactions betwecen prasdictors or interaction
between predictors and other variables. Saunders (1956)
presented the folldwing model which makes allowance for
such interactions in correlational data. It will be de-
monstrated shortly how the introduction of interactlion
terms permits the control and predictlion of individual
errors of measurement and prediction. Written in stzndard
score form the moderated regression model takes the form

y'=7F +§aixi + _Ebjzj + écitjxizj 2]
| J 13
for the case involving one predictor and one moderator

variable (z3). It should be noted that zj, gy and gy

are regression weights. Excluding the last term, the
equation is the usual additive multiple rezgression eguzation
having two predictors. HNote that gj 1s treated as a pre-
dictor in the term‘%bjzj. It is the fourth term,f%cijxiz.,

which characterizes the equation as a moderated regression



equation. It is the interaction of Xy and Zj which permits
the assessment :0f moderator effects. The fourth term is
obtained by summing the cross-products between Xy and gj;
There 1s apparently no limit to the number of predictors
that may be used with moderated regression. For example,
the case involving two predictors and one moderator would

take the following form:

,,?&ejkszk + fijxixj + X,X.,2

g
3 LIk

Note that in the above equation the seventh term, Eifijxixj’
represents the moderator effect that may occur as ajresult
of the interaction between the two predictors. The last
term allows for thé’assessment of any overall interaction
that may occur between the predictors and the moderator.

In a forth coming section the distinction between moderators
and predictors will be discussed in detail. For purposes
.0f discussion at this point, 1t suffices to say that the
role of the moderator is to identify subgroups of in-
dividuals having unique regression lines. In general

a subgroup 1s characterized by the unique manner in

which its predictor scores are determined by relevant
moderators.,

Lykken and Rose (1963) and Rock (1965) have emphasized
that the most serious limitation of the classic prediction
model inheres in the assumption of homoscedasticity. Puais
assumption is, in part, the basis for employing the same

regression weights for all members of a group. Any attempt



to 1ncrease the accuracy of prediction is nothing wmors
than an attempt to decrease averase errors of measurcement
and prediction for the entirc group. As a result it nas
been argued (Lykken & Rose, 1963) that "the conventional
prediction equation may not in general yleld an optimum
prediction for the valid reglons of the Eredictdﬂ

space having been...distorted by the avtempt to make it
predict equally well for the invzlid regions."

The introduction of interaction terms (moderators
included) allows for the control of individual errors to
the extent that scores on a moderator can be shown to
vary as a fuaction of error. In other words, moderztad
regression permits 'a more accurate assessment of the
hithertofore invalid regions of the predictor space. Instead
of dealing solely with the average errors for the entire
group, the moderated regression model takes into account
individual errors while at the same timeé being descriptive
of overall group performance.

Recognlzing that empirical evidence speaks louder than
supposedly logilcal argumentatlion, Ghiselll and his co-
workers have conducted a serles of studies which cast
considerable doubt on the efficacy of the classic model
and its assumptions. In four articles, Ghisellil
(1956; 1960a; 1960b; 1963) demonstrated that errors of the
aforementioned types varied as a function of other varlables
(moderators). He maintained that his results were evidence

for the rejection or revision of tane additive regression

model., Rather than making taz assunption that errors are



equal for all individuals, Gh.sc¢11ll showed that throush
the use of moderators individuel errors of measurement znd
prediction could be predicted. sSasically his technigue
involved tue computation of difference scores between
standard predictor and criterion scores. Through iten
analysis he developed a moderator scale which correlated
with the difference or error scorzss. Hor the case in=-
volving two parallel tests, thae techunique has been en-~
ployed to demonstrate the relation between measurement
error and a speclially developed moderator. In one study
(Ghiselli, 1960b) it was reported that tae reliability
coefficients for a cross~validatlon group were found to
increase from .82 to .97 for different subgroups ldentified
using a moderator. ™ In the same study increases in pradictive
validity from .226 for the total group to .860 for a
selected subgroup .were fouad using a moderator. Using
another predictor and criterion, a similar increase from
<154 (total group) to .779 for a selected subgroup was
found. Taus on the basls of moderator scores Ghiselll

was able to predict those individuals who were vredictable
and those who were unpredictable.

Reporting on three additional investigations, Ghisellil
(1960a) further demonstrated the efficacy of using
noderators. By extending hls tecnaigue he developed a
differential predictability variazisle which should not be
confiused with a predictability variable. ihereas a pre=
dictability variable distinguishes subgroups on the basis

of differences between standard predictor and criterion



scores, the differential predictability variable dis-
criminates subgroups for which one of two tests 1s =
better predictor on the basls of differences in difference
scores. A more detailed discussion of Ghiselli's
techniques is iancluded in the forthcoming section on
moderator development. Ghiselli found that when using

one predictor (P1) alone for an entire group it correlated
.17 with the criterion while a second predictor (E,)

used alone correlated .51 with the criterion. By selecting
out the 60% of the entire group for whom 91 was the best
predictor and the 40% for whon ?2 was tne best predictor,
a moderated R (Ry) of .75 was obtalned. In effect,

for those lndividuals wanose scores on £4 were used. zZ, was
welghted =zero in %the prediction equation and vice vzrsa.
In the last two studlies the percentages of individuals in-
cluded in each subgroup were 53% & 42% and 68% & 325. In
the secoud study zero~order correlations of .55 and .61
were obdtained and in taue third .20 and .02. The moderated
R's were .73 and .33 respectively. By demonstrating that
subgroups could be formed on tane basis of error for which
taere were significant increases in predictive validity,
Ghiselli's data brougat considerable doubt to bear on the
assunption of homoscedasticity.

In a somewaat more extensive study, Ghiselli and
sanders (1967) offered further evidence which spoke against
the appropriateness of the additive prediction modelrs
The investisgators studlied the possiollity of deriving a mod-

erator scale which would divide a group of subjects into
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two suogroups of opposite neteroscedasticity. That is,
for one subgroup high scores oa botin the dependent and
independent varlables would be exnected to be hizhly re-
lated whlle for the same sudbgroun low scores on both
variables would be expected to be only =slightly related.
In the second subgroup tne opnosite condition would be
expected to be the case.

Ghiselll and Sanders represented the two groups
graphlically by use of the scatter diagram appearlag
in Figure 1. The diagonal line extending from the upper
lefthand corner to the lower rizhthaad corner did not
appear in thae original scatier diagram. It has been included
in order to clarify the discussion of their findings.

Ghiselll and® Sanders pointed out that in order for the
assumption of homoscedasticity to hold, the average difierence
in standard scores for those individuals in the upper
triangie should equal the averzze differences of those
individuals in the lower trianzle. In the three studies
reported, the condition represented in Flgure 1 was found to
obtain. Since thelr study offered such a clear and relatively
simple argument against the classic model, Ghlsellil and
Sanders' procedure and results will be considered in some
detail. Thelr procedure was as follows:

1. A group of individuals was divided randomly into
an experimental group and @ cross-validation group

2. Jdithin the experimental group the subjects were
alvided into those whose predictor and criterion scores

vlaced taem in the upper and lower triangle.
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FIG. 1« Two heteroscedastic relationships pear

shaped in cpposite directlons.



3. The apsolute difference between standard predictor
and criterion scores (’Ex'éﬂ ) was computed for eaca in-
dividual.

4. The group in each triangle was divided into two
groups, one having higan lgx-gy, scores and the other having
low ]gifgyl scores.

5. Two experimental groups were formed on the oasis
of the four existing groups. The first group consisted of
those low on Z~=Z in the upper triangle and those*high
on 2,.=2 in tae lower trizngle. This group was called
the uprignt pear subgroup. The formation of the upside-
down pear supbgroup followed in the same manner.

6. Through item analysis a moderator scale was
developed which d¥fferentiated tae upright pear from the
upsidedown pear. The moderator was so developed that
those obtalining high scores on the scale formed an up-
right pear distribution while those scoring low formed and
upsidedown pear distribution.

7. The moderator scale was then applied to a cross-
validation group.

The above procedure was applied to three groups of in-
~dividuals. PFor present purposes of discussion, the de=-
pendent and independent variables used are irrelevant.

For each of the cross-validation groups the subjects were
divided into two groups on tae basis of those earning high
or low moderator scores. ZEach group was then further*®
divided into those predictor scores placed them in

elther the upper or lower triangle. It was hypothesized



14

that 1f the moderator was effective tae group scoring high
on the scale would form an upright pear distribution

while an upsidedown pear distribution would result for
those scoring low on the scale. The following table

taken from Ghiselli and Sanders' paper clearly summarizes
the obtained results.

Upon~close inspection of Table 1, it is readily observed
that the expected results were obtalned. For the uvrigat
pear group the average 12;_:—§;l scores for those in the
lower triangle were greater than those for tae individuals
falling in the dpper triangle. The opposite condition pre-
valled for the upsidedown pear group. Ghiselll and Sanders
reported no significance values for their data; however, as
they pointed out thée results indicated that the efficacy of
the additive regression model and its assoclated assuaption
of homoscedasticity are questionable. -

Moderator variables

In the previous section it was mentloned that moderators
and predictors differ in that a moderator divides a group
of individuals into subgroupns having unique regression lines.
By definitlion and the procedures used to develop them mod-
erators correlate with error whether it be error of measure-
ment or error of prediction. It follows that a moderator
correlates with the relationsnip between a predictor and a
criterion (Guion, 1967). Therefore on the basis of a mod-
erator scale a group can de divided into subgroups acd@?ding
to difference in error, i.e., predictability. Predictor

scales, on the other hand, are not designed to correlate
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TABLE 1

Average differences betwcen standard scores (

)

N
t3

xz ™ 2y
for individuals with high and low moderator scores

High moderator scores Low moderatoxr scores
(Upright veaxr ‘ (Upsidedown pear)
Uppér right- Lower left- Upper right- Lower lefte
hand . hand nand hand
Group triangle triangle triangle triangle
sz~zy| N iz -zyl N ’z ~zy! N ’zxuzyl N
A .32 58 .33 19 45 33 .33 44
B A2 25 .70 68 .82 62 .76 29
C 1.06 T4 1.15 65 1.13 52 .83 45

Average .60 .73 .80 o7
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wlth error. The relationship betwsen a predictor and a cri-
terion is .characterized by the variance that the two have
in common. Xor the case ilnvolving two parallel tests, a
moderator, by design correlates with the unexplained
variation (error of measurement) between the two tests.
For the case involving a predictor and a criterlon, the
moderator correlates with the unexplained variation
between the two or, in different terms, it correlates
with residual error. Using Ghiselli's terminology, it
may be sald that while predictors are used to predict,
moderators are used to predict predictability. Grouping
according to error thus results in subgroups which vary
according to the accuracy with which a given predictor
predicts criterion performance.

It will be recalled in the discussion of Saunders?
model that a moderating effect may occur as a result of the
interaction between two predictors. A moderating effect
will occur if one of the predictors correlates with the
unexplained variation between the other predictor aznd the
criterion. In other words it 1s not absolutely necessary
that scales be designed explicltly for use as moderators.
Steineman (1964) has polnted out that moderators may be
selected on the basis of sound theory and / or logical
reasoning. This approach to the development of moderators
has been called the rational approach by Banas (1964).
Saunders (1954), for example, reasoned that compulsiveXsss
should moderate the prediction of academic achievement

from interest test scores. He obtained the expected



results. Those subjects scorinz nizh on the predictor

but low on tne criterlon wvere found to have 2172 COn=-
pulsiveness scores. Rather than reflecting zcadenic
achlevement, tne high interest scores were more a reilectlon

of compulsiveness. For ti the

’_J
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'—J
o
o
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'_J
&,
<
)
%)
c
(o2
[45]
=
o
o
G
-

correlation batween iateresti and academic achlevemeats wWa:

(¢7]

nizh,.

Since it 1s the function oi moderators to improve

predictive validity Dby reducing error, soae distinctlon
between them and supprezsors 1s in order. Ia 2 nuuber of

studies (Bwen & Kirkpatrick, 1967; Ghiselli, 1963; &niselll &
Sanders, 1967; and 3zaunders, 1956) it has been empaasized
that moderators like suppressors are specific to the

data with whicn they @re used. For example, two of tae

studies reported by Gailsell: and 3anders (1967)

"1

Ltoyed
moderators developed from tne same pool of items. Iow-

ever it was found that nelther group was moderated by the

l“oderators and supprescsors Giffer according to the
relation eacn shares witn the dependent variabdle.
Suppressor variables while not correlating with the cri-
terion do correlate with predictors whicu are related to
tae criterion. Hoderators do not neccssarily correlute
rith the criterion; nowever, 1T 1s not a necessary con-
dition that the predictors wita walch the moderator is
used raust correlate with the criterion. i#hen selecting
or developning moderators it 1s desirable to have a scale

£

wanlch does not correlate hiphly with the criterionm. z,
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as Tolbert (1966) pointed out, the criterion-moderator
correlation is high, a moderator may serve more effectlively

as a predictor. Secondly, 1t is agreed that moderators

do not have tou: correlate with the predictor (s). This is not
a necessary condition for a moderator effect to occur at
all;(Saundefs, 1954) .

Any discussion of moderators includes many references
to subgroupling. It is often falsely assumed that mod-
erators divide total groups of subjects into separate and
distinct subgroups having unigue characteristics. Saunders
(1956) empnasized that using moderators does not result in
the formatlion of such groups. Rather a score on a mod-
erator represents an individual's position on a continuous
variable. Thus a moOderator may be further defined as a
variable which d&vides a group of individuals iunto a con--
tinuous series of subgrouwvs.

It is important to recognize that while moderators
are designed to identify subgroups, it 1s the subgrouping
procedure which preceeds and is instrumental in the develop-
ment of the moderator. Where item analysis is used, items
are selected which discriminate subgroups selectied on tpe
basis of scores on some other variable. These items are
used to develop the moderator. The moderator identifies
subgroups to.-the extent that it holds up upon cross-
validation.

The topic of subgrouping in the present context
permits an interesting comparison of the classic and nod-

erated regression models. The simplest representation



19

of the classic model is offered by the following diagram
o—R__R [

which can be expanded to represent the additive multiple
prediction model having R, predictors and the criterion

measure R,

O——Rq + Ry + R3 + ese * Ry Ry Eﬂ

Pigure 2 presents Medvedeff's (1964) representation of
the moderated regression model in terms of subgrouping
where Rx is a response on a predictor; 01 e 9& are sub-
groups of individuals homogeneous with respect to scores
on a moderator; and Ry ... Rn are classes of criterion
responses indicative:of ,each subgroup. Medvedeff's schema-
tizatlon portrays quite clearly the finding that individuals
having identical predictor scores may diverge as to criterion
performance depending upon their scores on variables moder-
ating the predictor-criterion relationshlp.

The foregoing discussion of subgrouping and moderators
has been succinctly summarized in two statements made by
Ghiselli (1963). He pointed out that moderators result
in subgroups to the extent that they allow for the sorting
of "heterogeneous aggregations of individuals into homo-

" He further reemphasized the fact

geneous groups...
that "individuals are not sorted into separate classes
and a subgroup is merely tnose individuals who fall at =
the same point on the continuum Eﬁe moderatof] M

No discussion of moderators would be completée without
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Rx Predictor response
On Subgroups

Rn Criterion

04 R1
2 2 Ro
0y Ry,

FIG. 2. Moderated regression model represented in

terms of subgrouping.
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a detalled examination of the manner in which they affect
reliability znd predictive validity. It will ve recazlled
that the aforementioned Ghiselll studies demoastrated in-
creases 1n rellapility and validity as a result of uslag
moderators. It has been pointed out that the use of mod-
erators results in such 1ncreasses because they pernit the
selection out of high error subgrouss. To date the best

denonstration of the efficacy of subgrouping on the bzsis

<2

of error apveared in a study by Berdie (1l9el). On tuae
basisofa variance index computed from the varlability
of ten subtest scores about & totzal tect score, he dlvided
a group of sudbjects 1nto nlgh and low varlance sudbzrouns.
He further computed tae diffcrence Lceciween actual and pre-
dicted criterioan scores for cach individuzl. He hypothesized
that the average prediction error for the low variance sub-
group should be significantiy less vnan for the aigh vari-
ence subgroup. In four of eligzht comvarisons the expected
results were obtained (p<.05).

vhile Berdle did not develop & moderator ne could have

easlly done so. Througn item aznalysis a scale c¢ould have

o
o
()
8]
o
(o]
<
o
f—l

'c;
[®)

d to correlate wita the varicnce .:lcx. Usling

suct & scale,.reliabllity and validity could huve oecen

=
£s

4
r
k.J
}_l.
N
()
o))
l"o

or low variance SULZIrcins.

It is often mistakenly conciuded that higa error (un-
oredictable) subzroups identifie’ by moderators ars ex-
ciuded from further concideratlc . in vprediction studled,

soiselli (1963) has uanderscored the fact that the role of

.. .noderator sitn resvect to predictive validity is not to



exclude certaln iladividuals bdut rather to determine or

"predict the welght & test carrles in determining cri-
terion performance.” Therefore the moderator may be keyed

so that the nlgaer the ccores, the greater the welgnt a test

carries for an lodividual. For tuose individuvals haviag
low moderator scores, the vpredlictisn could be made that tae

oredictor-triterion relatlion wuould ne low. iction could then
pe initiated to find or to develop tests whica would predict
for the low moderator groupsz. In tois context the moderator

is inmportant for 1t allo for thz vrediction of unore-

dictability.

It avpears to be tnrne consencus that a moderating effect
usually will not be‘detected if samole size 1s not suf-
flciently large. Tunoradike (19G3) asserted that there is
no way of deverminlng how large « sanple snould be 1in
ordar to obtaln rellaisle efifects. He did ovoint out
that sawmole size should be considerably greater than that re-

gulred to establish a linear relatioushlp. Using Thorndike's

A,

illustretiona, Lf the relatioasuipn between The criterion and
4 predlctor takes form A for certain values of = moderator
() and form 3 for othner values of Z, then the sample size

izt be suifilclently large to verlfy the Lform o relation-
zaln for one set of values and tc verify the form 2 re-
lationsiiin forx otner sev o. values. IMurtnermore tae sample

2ize saould be large enouza o

cut=0off scores on the noderator below or above which ro=

liable relatioushins between tae dependent zdd indesczudent



variables occur.

Assuning thet a study has veern adequately designed and

the sample slze suffliclently largs, we next tura to &

consideration of the technigues =ud test statlistics used

T J Healanlt a6t -y ey ry <2 gn wery S gm o - ; 3 ; Y
to determine whether or not mojerating eifects exist in a

~ E m K A 1. - . v KA X1 e 3 ) PR 3y
herein. Tests whilch are speclfic to certzin desizns will

be considered in the sectlon conceraing nmoderator develop—

Ao, A~ 2 eyt e S ey e e FRPREI ~r .
Differences 1a subgrour staancerd deviatlons (3D) of

- 4 ‘ 3 ¥ 4 4 A - A~y ey s - 3 ~ PRI S
predictor and /o: criterion scorec nay reveal moderating

effects. (Bznas & Nash, 1966)., Differences in 3D, if

ps showing the greatest varlation 1n scores would be
P 3 g

the least predictable (recall Serdic's results).

A zsecond 1ndication tnat moderator effects exist nay

be found when a set of data is cast ian tae form of a gcatter

-

azramn. Kipnis (1962) found thet 17 a moderator iz operative

1

Hy

1t may saow up as a lacik of llanearity between the poredilctor

ans criterion variables. This of course is just anotuer
vay of saying that noderators, if cifective, correlate

wWith the correlatlon beitween tne nrzdlctor and crliterlion
taus produclag a curvilinear relectioaship (Gulon, 19567).
for a soumewhat more complex technique, sece Rimland's (1960)
-

Ciscussion of multidimcnsioznal scatterplotting.

If the welgnt of 2 cross~product term in a moderated

[

regressic eqguatlon sigalflicantly departs from zero,
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evidence for 1ateractvion and us moderating eflects exXilsv
(Lee, 1961). Rock (1965) nas mzlntained that the moderazted
regression model and the analysis o rlance model are
anologous.  He polnted out tnat -7 "the fuactlon relatiag
soedlctors to & criterlion ls nonodditive, hnen interactlons

gxist in the data.'" The interaction referred

FIRR

Al - [ 3 T e A o - -
volves tae nonaddltive reletioasihly sceiveen
= ~ e T il oy ~ vy 3 ~ 3 T e 4
moderatcor varliavles. Concerning the similarity

moderated regregslion and analysis

N e waat N
WoLateA A

nes mailntalined gvery

to her
nred ttor

w0

glgnificant

cin ia-

and

b=y
"
+

ne

of varlence wmodels,

inter-

action term in an ANOVA is a...llag waved by a moderator
In a plea for attention.

Saunders (1950) presented thae followinz modified
t test for assessiiz the difference between noderated
nultiple R (Rw) and linear multinle R (51)_navLLg n-3
degrees of freedom (degrees of freedom ecual to 1 minus the
number of independent varlables in ths larger 2).

(n-3 (35 = 2%)

Finally Swen and Xirkpetrick (1967) oresented = dls-
cesslon of & technique for deternining 1f increzses ln pre-
tive valldity are due to modzrators or to sunprzagors.
Thelr technioue simply involvzd &dding « moderator Lo a
orediction equatlion as a »redictor If significant in-

creases in R, resulted, it waes assumsed taat the
was acting as a suppressor. I ilacreases

variable

resulted oaly as



2 result of using tne variable in an interaction term,

then 1t was adjudged to be acting as a moderator. This

test 1s meaningful only if moderators are used which correlate
low with the dependent variable.

Develooment tachuloues

One question of crucial importance whica has largely
been neglected concerns whetier molierztors are developed
or discovered. Mahy investigators imply that moderators
can be invented for use with almosiiany data. To date only
one 1nvestigator, Guion (1957}, nas cddressed nimself to
the question. He maintained taat moderators are to be
found only where thney exist and in whatever manner taey
overate. He further stated that moderators cannot "be
invented to fit an investigators methodological preference."
It would appear tanat the controversy has arisen pri-
marily due to the fact that moderators and moderator
effects have been considered one in the same thing. MNod-
erator variables are develovad or invented ian order to allow
for the detection of moderator effects if they exist. Xeeping
this in mind,. our attentlon now turns to a detailed consid~
eration of tuhe six major technigues for developing moderators.

Absolute~difference Technlaus

The development of thls technlque was presented in a
series of articles by Ghiselli (1956; 1980z; 1960b; 1963).
For the case involving one predictor, refer to Ghiselli
(1956). Tiue technique for the case involving two pre- °

dictors follows in outline form.

1. £for subjects in an experimental group convert their
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predictor and criterion scores to standard scores, z, and 2
respectively.

2. For each subject coupute z.. - z, and Zoo = Za

and call these differences d, and d, respectively. 4lzébraic

Sslgns are dilsregarded.
\

3. Mor each subject fiand d -~ d1 and call this differ-

oy

ence D. Retain algzebraic sisas. A4 positive D indicates

L

that test 1 1s a vetter predictor than test 2. 4 negative
D indicates that test 2 1s a better predictor than test 1.

4, Select or develop througn item analysis a test
which correlates highly with D and call tais test a differ-
ential predictability test.(moderator scale). Determine
the cut~off score above which onc test is to be used and
velow which the otker is to bz ussad.

5. TFor those subjects in a cross-validation group
scoring high on the moderator sezie, use thelr scores on
test 1. For those scoring low, use their scores on test
2.

6. Compute r using those test scores selected by the
foregoingz procedure. Thus in computing r standard scores
on test 1 are used for some sunjects while scorss on test
2 are used for the others.

Ghiselll did not use moderators in multiple rezression
ecuations. He used them to idenrtify those grouons for which .
one of two tests was the best nredictor. In hls computation
of r the different scores (Zni %2ad Zpp) were equally
welghted. His technique however 1s well sulted for use

71th a moderated regression eguatlon., Such an equation



would take the form of eguatlion Lﬂ for the case iavolving

two nredictors and one woderator. ihetuner one adheres to

]

the Ghiselll procedure or usee 2 moderated prediction eguat

f=
,.J-

on,
the obtained results should be the sanme.

In discussing the effectiveness of moderators developed
by this nrocedure, Ghiselli nolintzc out that as the mod-
erator cut-~off score is increased the validity coefficient
should first increase and then dcorease as deplcted in
Pigure 3. If tae cut~off is set very low or very high
then scores on one of tne two tests are used for the
entire group. The optiuzuan cut-cii score ls that score on
the moderator above wnicn test 1 Ls the best predictor

and below which test 2 1s the botier of the two predictors.

.|

Alzebraic~difference Tecunlin

; et

=

This technigue, develoned by Banas (1964), is very
milar to the Ghiliselli technigue. 4As the name implies,

this procedure takes into account the algebrailc difference

-~

between Zy and z,. Banas' procesdure not only results in the

identification of predictable and wunpredlctable subzroups,
it further allows for the idcntification of overoredicted
and underpredicted subgroups. Trhose subjects having high
predictor scores but low criterion scores (gp - 2o = +d)
are sald to be overpredicted. Conversely those haviag
low predictor scores and high criterion scores are said to

By —i —s

be underpredicted (gp - 2, = =d). Thus as Hobert and
Dunnette (1957} polnted out, the Banas approach is sufferior
to the Ghiselll 2pproach svecause it results in more homo-

geneous subzrouns. Ghiselli's procedure allows for tiae
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1.00

Predictive
validity

.00

Low High
Moderator cut-off scores
FIG. 3. The curvilinear relationship between pre-

dictive validity and cut-off scores on a differential

predictability moderator,
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identification of predictable and unpredictable subgroups.
Banas' approach allows for the subgrouping of the unpre~
dictable subgroup into over- and underpredicted subgroups.
7hile Ghiselli's procedure results in the development of

one moderator, Banas' results in the develoopment of two.

One moderator is'developed to discriminate between the pre-
dictable and underpredicted subgroups while the second is .
used to discriminate between the overpredicted and predictable
subgroups.

Quadrant Analysis

Quadrant analysis is supposedly superior to other’
techniques because it results in more homogeneous sub-
grousz'(Hobert & Dunnette, 1967). The technique proceeds
by dividing a group 'of .individuals into four subgroups
on the basis of standard predictor and criterion scores.
The subgrouping is performed by dividing a scatter diagram
into four sections by erecting lines perpendicular to the
X and Y axes at the point represented by the median score
on each variable. Figure 4 demonstrates what the scatter
diagram should look like after subgrouping.

Through item analysis two moderators are developed.
One is used to discriminate between the low hit and under-
predicted subgroups while the other 1s used to discriminate
between the high hit and overpredicted subgroups. The mod-
erators are usually developed so that a high score on the
moderator used with the low predictor groups represents
underprediction. For the high predictor groups a high

moderator score should be keyed to represent overprediction.
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2y

Underpredicted High Hits
Criterion
scores

mdn. -
Low Hits Overpredlicted
iy
mdn.,'

Predictor scores

FIG. 4.  Subgroups resulting from the Quadrant Analysis

developmental technique.
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. . 'Hobert and Dunnette pointed out that since the moderators
are developed for groups having common predictor scores but
different criterion scores, scores on the moderators
should correlate with the criterion scores. Thus if the
moderator is effective for low predictor groups it should
show a positive correlation with the criterion. If the
second moderator is effective it should show a negative
correlation with the criterion. The moderators increase in
effectiveness as the aforementioned correlations increase.

Deviate Technlque

" Introduced by Niedt and Malloy (1954) and England (1960),
this technique involves correlating item responses with the
difference between actual and predicted criterion scores.
Through item analysis a.scale is developed which correlates
with residual error, i.e., ¥ - ¥'. Thus the scores on such a
scale are related to the error of prediction. To the extent
that the scale holds up upon cross-validation it may be used
to predict the error of prediction for different subgroups.
Following the usual procedure, scores on the scale would be
added to a prediction equation as a moderator. ILike the
absolute-difference technique, this approach results in
two suogroups. The unpredictable suBgroup is composed of
those individuals having high Y - X' scores while those
having low ¥ - Y' scores make up the predictable subgroup.

Intraindividual Variability

Developed by Berdie (1961), the technique proceedf as
follows:

1.. Compute for each individual a variance index based
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on differences between subscale scores on a test and the
mean or total score on the same test. For a test having

ten subscales, the variance index would be of the form

10 2
2 (X3 = X) Ea

n

2. On the basis of the variance index divide the
subjects into high and low variance.subgroups. Since the
low variance subgroup is more consistent in responding, the
error of measurement and thus the error of prediction should
be smaller for this group than for the high variance subgroup.

3. Originally Berdie used the above procedure only as
a means. to identify predictable and unpredictable groups of
individuals. The design readily lends itself to moderator
development. It would be quite simple to design a moderator
scale to correlate with the variance index. Unlike the
aforementioned technique which resulted in a moderator
correlating with the error of prediction, the present pro-
cedure results in a scale which correlates with the error of
measurement. As in the absolute-~difference technique and the
deviate technique, the present approach only permits thne
identification of two subgroups.

-Response Inconsistency

This technique has been used in the past to develop

validity or verification scales for sucn tests as the SVIB

(Filbeck & Callis, 1961), the MYPI (Campbell & Trockman, 1963),

and the Kuder Personal Preference Record (Xuder, 1960).

Briefly the technique involves item analysis of test responses
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to develop a scale comprised of those items rarely answered
in a certain fashion by most individuals. The inclusion

of scores from such a scale in a moderated prediction
equation would serve to moderate the predictor-criterion
relationship.

A Modified Approach

Kogan and wallach (1964) introduced a new approach which
does not actually qualify as a separate technique. 1In
addition to considering subgroups identified by one of two
moderators, they studied gains in predictive validity for
subgroups identified by moderator pairs. They divided their
total group into two subgroups on the basis of high and low
scores on two moderators. Then subgroups high on one mod-
erator and low on the other, high on both, low on both,
and so on were studied. The procedure has the marked dis-
advantage that a very large number of subjects is required
to effectively assess any moderating effects that may exist.

The section to follow presents a review of the studies
which have used moderator designs. - The review is organized
according to the dependent varlables used. The studies have
in general reported differential validities for different
subgroups identified by relevant moderators. Only limited
use has been made of moderator scales in moderated regression
equations.

ILiterature search

Grade Point Average (GPA) -

Hoyt and Norman (1954) hypothesized that the correlation

between freshman grades in college and aptitude test scores
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would be moderated by adJjJustment as assessed by the MMPI.
It was found that the correlation between the dependent
and independent variables was significantly higher for a
normal subgroup as compared to a maladjusted subgroup (p< .05).
The investigator made the observatlion that malad justment
affected college achlevement by producing over- and under-
achievement. In passing Thorndike (1963) has stated that
underachievement and overachievement are synonymous to under-
and overprediction respectively. Hoyt and Norman pointed
out that maladjustment may have affected achievement to the
extent that "one student may defensively overcompensate for
felt deficiencies through intensive concentration on his
studies...”" while another "may dwell on his felt problems
at such length that he.pays no attention to his studies...."
Thus on the basis of the variables used, academic achievement
was more predictable for adjusted students than for malad-
jJusted students.

In three studies (Prederiksen & Gilbert, 1960; Frederiksen
& Melville, 1954; and Saunders, lQSéi i% was shown that
compulsiveness moderated the relationship between interest
test scores and engineering school grades. In all three
studies the Accountant scale of the SVIB was used as a
measure of compulsiveness. It was found that low compul-
sive subjJects were more predictable on the basis of their
interest scores. Prederiksen and Gilbert found that their
results only held up for those keys on the SVIB which~were
most loglcally related to engineering--Mathematiclan,

Physicist, Engineer, and Chemist scales. This of course
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reiterates the important point made by Guion (1967) concerning
the discovery of moderator effects. Frederiksen and

Gilbert further polnted out that such results are un-
derstandable because it would be expected that "compulsive
students would tend to expend an amount of effort which 1is
unrelated to interest in engineering while noncompulsive
students would expend effort in relation to degree of
1nterestf'

It has been found that anxiety moderates the relation
between aptitude test scores and academic achievement. Grooms
and Endler (1960) found the correlation between aptitude tests
and GPA for a group of male college students to be .30.

When the total group was subgrouped on the basis of an
anxiety measure, it was found that the aforementioned cor-
relation for a high anxiety subgroup was .63. Coefficients
of .13 and .19 were found for the medium and low anxiety
groups respectively. The writers called thelr measure of
anxiety a® modifier variable.instead of a moderator variable.
The distinction was made because aﬁkiety as used 1in the
study was considered to be a tricnotomized variable. Not
unlike other studlies using moderators which are defined as
continuous variables, Grooms and Endler's measure may be
assuned to have had underlying continuity.

Kalnig (1959) subdivided a sample of college freshmen
into high anxiety (HA), middle anxiety (ML), and low
anxiety (LA) subgroups on the basis of scores on the TMAS.
Unlike Grooms and Endler, he found that HA individuals

were significantly less predictable than those individuals
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in the LA subgroup. Such contradictory results could pro-
bably be linked to procedural differences, but more than
likely they are a result of moderator specificity.

Many researchers have stated emphatically that a mod-
erator variable is an independent continuous variable.
However several studies (Abelson, 1952; Ewen & Kirkpatrick,
1967) have investigated the moderating effects of demographic
variables which cannot be assumed to have underlying con-
tinuity. Abelson found that the ﬁrediction of college grades
from high school grade average was more accurate for girls
than for boys. Ewen and Kirkpatrick investigated the poss-~
ibility of improving the prediction of success in nursing
school by using race and cultural deprivation as moderators.
Cultural deprivatlon was not found to serve as an effective
moderator. The use of race, however, led'to a significant
improvement in validity except when success in pediatric
nursing was being studied. Specifically white students
were found to be more predictable than Negro students.

Hewer (1967) divided a group of 4,283 college freshmen
into nine subgroups on the basis of soclo-economic status.
She investigated the efficiency of predicting college grades
fromhverbal and quantitative aptitude test scores for the
different subgroups. No significant moderator effects were
obtained. In no case was one group significantly over- or
underpredicted when compared to the other subgroups.

In the next set of articles to be discussed, the *sub-
zrouping procedure has been based on some measure of

ability or aptitude. Xipnis (1962) designed a study to
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evaluate the efficacy of the Hand Skills Test ( a device
which measures "persistence beyond minimum standards on a
tiring task") in predicting school grades and job performance
evaluations. He divided each of four groups of Navy per-
sonnel (three enlisted man groups and one group of officer
candidates) into high and low aptitude subgroups on the
basis of their scores on measures of verbal aptitude, math
aptitude, and mechanical aptitude. ’Kipﬁis found that
aptitude did moderate the relation between the Hand Skills
Test (HST) and the criterion measure. Specifically he
found that the HST predicted school grades and job per-
formance significantly better for low aptitude subgroups.
He also found that for the high aptitude subgroups the
validities in eacl case were not significantly different
from zero.

Goodstein and Heilbrun (1962) reported finding evlidence
for differential validities for the prediction of college
achievement from the EPPS at three levels of intellectual
ability. It was found that for the most part personality
factors were important in determining achievement for the
average ability student. The success of high and low ability
subgroups was found to be determined more by intellectual
factors. Hakel (1966) followed Goodstein and Heilbrun's
procedure using different subjects and found results which
showed very little agreement with their results. Hakel
maintained that results such as those obtained in the"afore-
mentioned study have very little generality. This of course

re-emphasizes the general finding that moderator effects are
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highly specific. Hakel, like Dunnette (1963), stressed the
need for cross-validation studies plus a careful study of

the generality of results for correlational designs using
moderators. In fact, one of the major problems in research
using moderator designs has been the lack of cross-validation
studies.

Bowers (1967) compared the predictive validity ob-
tained using an additive regression model with that ob-
tained using moderated regression model. He used high
school percentile rank and an ggg‘compositg score to predict
first term GPA for a group of college freshmen employing
an additive regression equation. For the moderator design,
he subgrouped his subjects on the basis of ACT score levels.
He found that the moderated equation permitted significantly
better prediction than did the additive equation.

The studies discussed thus far have employed moderators
which were selected on the basis that they were logically
related to the predictor-criterion relationship. This
approach has been called by Banas (L964) the rational approach
to moderator development. It will be recalled that moderators
may be selected, or more correctly, developed. Such mod-
erators are developed by item analysis techniques. Banas
has called this the empirical approach to moderator develop-
ment.

In a study employing the deviate technique, Niedt and
Malloy (1954) found that the use of two moderator keys re-
sulted in a significant improvement in predictive effect-

iveness. The moderator keys were developed by correlating
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item responses with the unexplained variation between first

semester average course marks and scores on the ACE-FORM I:

(linguistics) test and an English test. When applied to a
cross=validation group, the addition of scores from the
moderator keys lead to significantly better prediction of
GPA as compared to using only scores on the two predictors.
Rock (1965) item analyzed items from .a life history
questionnaire to develop a predictability test (moderator
scale) which would discriminate between predictable and un-
predictable subgroups. Responses to the SVIB, the Purdue

Math Placement Test, and the Purdue English Placement Test

were scored for a group of freshmen engineering students. -
It was found that responses to the biographical predict-
ability test permitted better than chance discriminations of
predictable and unpredictable subgroups when considering a
dichotomous criterion of survival in an engineering program.
The findings suggested a curvilinear relationship between
scores on the moderator and the predictor-criterion re-
lationship. It will be recalled that the presence of such
a curvilinear relationship is taken as evidence that a mod-
erator developed by the absolute-difference technique is
effective.

In a study using the absolute~difference technique,
Richardson (1965) failed to find the expected results. In
the first two of three studies, he attempted to predict
GPA from scores on the ACE and the CPI. The predictasility
test or moderator was developed from items contained in the

CPI. The third study involved the prediction of GPA from
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scores on the ACT and the MMPI with the moderator being
developed from items contained in the MMPI. All three
studies resulted in negative results. Richardson reported
that on the basis of his data it was impossible to develop
an effective moderator which could be cross-validated. He
accounted for his results in terms of the nature of his
criterion measure pointing out that it is difficult to
predict a multidimensional variable like GPA using only
two predictors.

A frequently occurring source of error, apparently
operative in Richardson's study and the other studies men-
tioned thus far, has been discussed by Chansky (1964). He
maintained that grades do not meet the assumption of nor-
mality and thus cannot,be assumed to be interval level
measurement. He suggested that in the future GPA be treated
as ordinal level measurement with correlations being of the
rank type. Such a modification is easily made. The mod-
erated regression model lends itself quite well to use
with dichotomous criterion measures. Moderated po;nt bi-
serial designs have frequently occurred in the literature.

Job Proficiency and Production

Lawler (1966) conducted an investigation in which he
studied managerial ability as a moderator of the prediction
of job performance from contingency attitudes. Contingency
attitudes were measured by a questionnaire on which a group
of managers expressed the degree to which they felt t#at
thelir pay was contingent upon their job performance. Job

performance and managerial ability measures were obtained
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from supervisor ratings and self-ratings. The’éﬁbjects were
subgrouped into those who indicated that pay was highly
contingent on performance and those who indicated that pay
was only slightly contingent on performance. These groups
were then divided into subgroups Jjudged to be either high or
low in managerial ability. It was hypothesized that there
would be mo significant difference between the high and low
contingency groups for the low ability managers but
that there would be a significant difference therein for the
high ability managers. The expected results were obtained.
In other words, ability moderated the .relation between con-
tingency attitudes (assumed to be a measure of motivation)
and performance. The results seemed to indicate, as Lawler
pointed out, that performance = f£(Ability x Motivation).

Banas and Nash (1966) found evidence for a moderating
effect in their study of differential validity for groups
of handicapped and non-handicapped individuals. It was
shown that the prediction of job performance using the
Clerical (Q), Manual Dexterity (i), Spatial (S), and
Intelligence (G)scales of the GATB was significantly
better for the non-handicapped individuals. Consistently
lower validities were obtained for the handicapped group.

In a study involving taxicab drivers, Ghisellil (1956)
"sought to predict job proficiency (production during the
first 12 weeks on the job) from scores on a tapping and
dotting test and two inventories which assessed appropriate-
ness of occupational level and interests in jobs involving

personal relationships. He computed the difference in
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standard scores on the criterion and the tapping-~dotting
test for all the subjects in an experimental group. Then
the correlations between these difference scores and the
two inventories were determined. It was found that the
difference scores correlated moderately with the occupaw
tional level inventory and low with the personal relation-
ships scale. Therefore it was hypothesized that those
scoring low on the occupational level scale would obtain
low difference scores, i.e., relatively higher correlations
between the criterion and the tapping~dotting test. In a
cross~validation group, it was found thet for the one third
of the subjects scoring lowest on the moderator; the validity
coefficient was .664; for the two thirds scoring lowest on
the moderator it was .323; and for the entire group it was
.220.

Dawis, Welss, Lofquist, and Betz (1967) investigated
.the prediction of satisfactoriness from ability test scores
using satisfaction as a moderator. for a group of fgctory
workers. Satisfactoriness was a measure of average pro-
ductivity and supervisor evaluations. Employee satisfaction
was assessed by a 20 scale test designed to measure sat-
isfaction on 20 different dimensibdns. A battery of tests
was used to assess verbal comprekension, numerical ability,
visual pursuit, visual speed and accuracy, numerical
reasoning, verbal reasoning, and manual speed and accuracy.
The data were analyzed for each sex group. Within eacH sex
group the subjects were subdivided into three subgroups;

high satisfaction (HS), medium satisfaction (MS), and low

MS
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satisfaction (LS). The validity coefficients for the HS
subgroups were .63 and .69. For the LS and MS subgroups,
the coefficients ranged from .34 to .52. Therefore the
results supported the hypothesis that satisfaction moderates
the prediction of satisfactoriness from ability test scores.
It must be pointed out, however, that Dawis' et. al. results
are of limited value in that no cross-validation analysis
was performed.

Using age, organizational tenure, salary position,
education, group size, and level of the group in the or-
ganizational hierarchy as moderators, Friedlander (1967T)
investigated change in work groups due to laboratory
training. It was found that groups in which there was
heterogeniety of educational background, in which the
leader was older or had attained a higher education made
significant gains due to training when compared to eight
groups not receiving training. It was also found that
groups high in salary position and heterogeneous with
respect to tenure also benefited significantly from
training.1

Hobert and Dunnette (1967) used item analysis to
develop two moderators which discriminated between over-
and underpredicted managers against a criterion of man-

agerial effectiveness. The moderators were developed using

lpermission for citation granted by Dr. Frank FriedXander

via personal communications.
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the aforementioned quadrant analysis technique. The in-
vestigators reported that the undernredicted individuals

were characterized as having emotional stability in inter-
personal relationships, self-confidence, dominance, and
aggression. The overpredicted individuals were characterized
as lacking these qualities.

Personality

Self-esteem has been found to moderate the prediction of
vocational choice from a measure of self perceived. . abilities
(Korman, 1967). It was shown that high self-esteem persons
saw themselves as able to meet the ability requirements of
thelr chosé& occupations while low self-esteem individuals
tended to seek out those occupations not requiring their
high abilities. A4Xso the low self-esteem individual was
reported as more likely to accept situations in which he'felt
inadequate.

In the last study to be discussed herein, Steineman
(1964) found that informativeness among 13,448 Navy en-
listed men moderated the prediction of career decisions
from a oiographical information blank. The study was
based on the assumption that the career intention question-
naire would be more valid for vetter informed recruits.

The total sample was subdivided into high, middle, and low

subgrouns on the basis of scores on the Naval Knowledge

Test (WKT). It was found that validity coefficients were

higher for subgroups scoring high on the NKT than for?the

total group.
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Problem

Hobert and Dunnette (1967) maintained that compared to
the Absolute-difference and Algebraic-difference technliques
Quadrant Analysis should permit the development of more
effective moderators. They pointed out that those techniques
resulting in more homogeneous subgroups should result in the
development™ of more effective moderators, i.e., moderators
which more effectivély enhance prediction or which result in
higher multiple R's. Accordingly, the use of moderatoré~
developed by the Algebraic-difference technique should
result in a greater reduction of error (residual) when com-
pared to using moderators developed by the Absolute~difference
technique. Hobert and Dunnette presented no empirical
evidence to supporttheir claims.

The present study is an empirical investigation of the
three techniques and their ability to improve the strength
of relationships in correlational designs. Hopefully the
study will shed some light on the mechanliecs involved in
moderator variables and the moderator effects to which they
are sensitive. Since the investigation is strictly empirical,
no hypotheses concerning between technique: differences are

tested.
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Chapter II
METHOD

Subjects. In the present research, 333 white males
served as subjects. The Ss were members of a class of
352 freshmen at a small four year institution during the
first semester of the school year extending from September
1966 to January 1967. Nineteen Ss were excluded from
the sample because complete data on the variables to be
used were lacking for them.

Criterion, The criterion measure used was first se=
mester grade point average (GPA). The GPA index is deter-
mined by computing the ratio of gquality credits to academic
hours attempted.

No assessment '6f the reliability of the dependent
variable was made for two reasons. Any attempt to determine
criterion reliability for the specified sample would have
necessitated the computation of the intercorrelations
between six~-week GPA indices and the overall semester GPA
index. Since GPA 1s determined cumulatively from each six
week period to the next, reliability coefficients would be
expected to be spuriously high. A second alternative would
have been to correlate first semester GPA with second semester
GPA. Reliability coefficients computed in this manner would
probably have been spuriously low due to range restriction
in the sample.

Predictor. Verbal Scale scores of the College Entfance

Examination Board Scholastic Apntitude Test (SAT) were used

as the independent variable. The verbal scale of the SAT
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includes antonyms, sentence completion, analogies, and
reading comprehension items.

Zimmerman (1965) reported that validity coefficients
for the verbal scale ranging from..16 to .61 with a median
of .35 have been obtained for predicting academic achievement
of male liberal arts students. Bowers (1965) reported that
test-retest reliabilities for 14 SAT forms administered
between 1959 and 1962 consistently approached .90. Bowers
further pointed out that the verbal scale has been found to
predict freshman GPA in liberal arts colleges better than
the math scale.

Only one independent variable was used, the reason being
that the introduction of additional predictors would have made
the experimental dé%ign.unnecessarily cumbersome,

Moderator vool. The items used in the development of

the moderator scales were contailned in a blographical date

blank composed of 45 items and a T2 item adjective check

list. The 45 items deal with such topics as self-satisfaction,

health information, secondary education, leadership experiences,

motivation, parental education, and relationship with parents.
The form was administered to the sample early in the

first semester of the school year. S was instructed to

circle the letter corresponding to one-of four alternatives

following each item considered to be most descriptive of

him. Information on the adjective check list was not used.

The 45 items used have been reproduced in Appendix A,

Procedure. The total sample (n=333) was randomly

divided into an developmental group (n=167) and a cross-
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validation group (n=166). The placement was accomplished
by selecting every other name from an alphabetized list of
the Ss' last names. The moderator scales were developed
on the developmental group and thaen applied to the cross-~
validation group.

For the developmental group the correlation (z) between
GPA and the verbal scale scores was computed. In prepar-
ation for the subgrouping procedures to be used, each
S's score on the verbal scale and his GPA index was con-
verted to z -scores.

All item analyses were conducted using the Xz test for
two .independen‘c samples (°(=.3de{-={.). All tests of differences
were conducted at the .05 confidence level. ' Correlation
coefficients, whether r, multiple linear (gl), or moderated
multiple (R;), were computed with the aid of the IBM 1620
‘Single and Multiple Linear Regression Analysis Program.

The program is described in detail in Appendix C..

. As a means of simplifying the presentation of the
procedure, tne developmental steps for each of the three
techniques is discussed separately.

Absolute-difference Technique

For each S the absolute difference between the GPA
index (éc) and the verbal score (gp) was computed. The
resulﬁing d scores were arranged in ascending order and
the median d score computed. Two subgroups were formed
on the basis of the 4 scores. The unpredictable subgrBup -
(n=83) was composed of those.having 4 scores above the
median. The predictable subgroup (n=84) was composed of those

S8 having d scores below the median.
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The bilographical data blank was item analyzed for
the two subgroups. The resulting moderator key was scored
so that a high score represented unpredictability, A dis-
-criminatiné item was scored +1 for Ss in the unprédictable
subgroup and -1 for Ss in the predictable subgroup. Fol-
lowing Ghiselli's (1956) suggestion, the correlation between
the moderator scores and the d scores was computed. This
coefficient offered some indication of the effectiveness of
the moderator scale.

R, between the dependeat variable and the verbal and
moderator scores was computed. In this instance, the
moderator scores were treated as a second independent
variable. Employing the appropriate F test, the difference
between r and Ry wa§ 'assessed to determine if the addition
of the moderator as a predictor variable resulted in a
significant lncrease of Ry over r.

As a first step in the computation of Ry, the cross-
product terms obtained by multiplying the moderator scale
scores by the verbal scale scores were computed for each
S. gm was then computed by introducing the cross—-product
values as a third independent variable. Using the aporopriate
£ test, the difference between Ry and R, was assessed to
determine if the moderator was operating as a moderator or
as a suppressor.’

Algebraic-difference Technioue

The predictable and unpredictable subgroups obtain®ed
by the absolute-difference approach were used for the

present technique. The-unpredictable subgroup was
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divided into two additional groups. The overpredicted
subgroup (n=39) was composed of those Ss having +d scores.
The undervredicted subgroup (g=44) was composed of those Ss
having -4 scores.

The items in the biographical data blank were item
analyzed against the overpredicted and predictable subgroups.
The resultfng moderator scale (Mop) was score& by assigning
a +1 to a discriminating item for overpredicted Ss and by
~assigning a -1 to the same item for Ss in the predictable
subgroup. 4 second item analysis was conducted for the
underpredicted and predictable suBgroups. Again the mod-
erator (Mup) was keyed so that a high score represented
unpredictability (underprediction) and a low score represented
predictability.

The effectiveness of the moderators was assessed
by determining their correlation with the d scores. If
effective, M, should correlate positively with the +d
scores. - Myp, if effective, should correlate negatively with
the =4 scores.

R, between the dependent variable and the moderator
and verbal scores was computed twice, once for each mod-
erator. Employing F tests, the difference between I
and R; for each moderator was assessed. This test per-
mitted a determination of the ability of the moderators to
operate as predictors.

R, was computed by including the moderator-verbal 7.
cross=product term as a third independent variable. gm

was computed twice, once for each moderator. Employing
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F tests, the difference between R7 and R, for each mod-
erator was eXamined to determine if the moderators were
operating as suppressor variables.

Finally, the overall moderated multiple R (BM) employing
both moderators (Mop and Mup) and all cross-product terms
was computed. The cross~product term between the two
moderators was not introduced for reasons of maintaining
simplicity of design and interpretation. Using the proper
£ test, the difference between R, and the R for each mod-
erator was assessed. The difference between between the two
R,'s was also tested.

Quadrant Analvsis’

The median 2z scores for the GPA indices and for the
verbal scores were computed. This technigue resulted in’
the development of two moderators based on four subgroups.
The underpredicted subgroup was composed of those Ss
having criterion scores above the median and predictor
scores below the mediaan. The low hit subgroup was composed
of those Ss naving both scores below the median. The high
predictor subgroups (high hit and overprediction) were
determined in the same fashion relative to median z scores.

Two i1tem analyses of the ltems included in the blo-
graphical data blank were performed. ©Tune first was
performed for the underpredicted and low hit subgroups. The
resulting moderator scale (Mup) items were keyed +1 for
underpredicted Ss and -1 for low hit Ss. The second ?Ytem
analysis was performed for the overpredicted and high

hit subgroups. Discriminating items for the resulting mod-



erator scale (M were scored +1 for overpredicted Ss

op)
and -1 for high hit Ss. Following the procedure recom-
mended by Hobert and Dunnette (1967), thne correlation
between the moderator scores and the dependent variable was
computed to assess the effectiveness of the moderator
scales.

The procedure for the computation of Ry, gm, and EM
was ldentical to the procedure used with the algebraic-diff=r ciica
erence approach. The procedure for assessing differences
between x, gl, R,, and gM was also identical to the procedure
used for the algebraic-difference approach. Again, for EM
the cross-product term between the two moderators was not

usede.

T (gposs=validation

The moderator scales (keys) developed on the developmental
group were applied to the cross~validation group. R, was
computed using scores obtained with the absolute-differ-
ence moderator keys. Actual GPA served as the dependent
variable. gm was computed in the same manner employing the
algebraic-difference and quadrant analysis keys. Using
the keys developed by the latter two techniques, gm was
computed twice, once for each moderator. EM was computed
using the keys developed by the algebraic-difference and
quadrant analysis approaches.

Using the appropriate F tests)between technique com-

parisons were made between thne gm's and between the Eﬁ*s

as an attempt to determine which of the three subgrouping
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procedures resulted in the developument of the most effective
moderators. R, was compared for all three techniques.
was compared for the latter two techniques. Appropriate

within technigue comparisons were also made.
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Chapter III
RESULTS

Developmental Sample

Mean GPA for the group was 2.2825, s = .7022. The
mean verbal scale score was 495.72, s = 80.24. The
correlation (r) between the GPA indices and the verbal
scores was +103 (p>.05).

Table 2 presents the results of the item analyses,
For the Absolute~difference technique, the i1tem analysis
resulted in 10 items which comprised the absolute-~differ-
ence moderator scale (Mab)- The second two analyses for
the Algebraic-difference technique (ALGD.) yielded a
total of 19 1tems. The underpredicted moderator scale
(M,,) was comprised of 11 items. The overpredicted mod-
erator scale (Mop) was comprised of eight items.

It 1s noteworthy that five of the items contained in
Map also appeared in My, (ALGD.). The keying (+1 or =1)
was ldentical for the shared items. The lM,, and Mop
(ALGD.) scales had four items in common. Keying for the
items was identical. M,, and M,

up P
the keying belng the same for both scales.

had one item in common,

The item analyses for the Quadrant analysis technique
(QA) resulted in a total of 24 items. The underpredicted
moderator scale (Mup) was made up of 10 items. The re-
maining 14 items comprised the Mop scale. Seven of the

items appearing in M, However

D went into making up Mop‘

for five of the items, the keylng was reversed. Of the

24 items making up the QA scales, a total of 10 were
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TABLE 2

Results of Item Analyses

Item

number Chi Square N\ level
Absolute-difference
1 1.17 P<s 30
2 1.09 Pece 50
3 1.87 " P20
8 2.44 P20
10 1.78 Pee 20
11 2.68 P<e 20
a7 1.11 Pege 50
28 2.59 P<.20
54 1.35 P<e 30
40 1.12 Pece 50
Algebraic~difference (Mup)

2 1.93 .Pce 20
3 3473 Pee 10
11 1.38 P<e 30
13 1.66 Pee 20
20 1.33 P<e 30
21 2.10 Pes 20
25 1.22 Pce 30
27 2.93 Pes» 10

28 2.74 Pce 10
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TABLE 2 (Con't)

Item
number Chi Sguare =« level
32 1.50 P<. 30
45 519 P<.05
Algebraic-difference (Mop)

8 6.75 P<- 01
10 1.78 P<e 20
1 1.89 P<e20
22 3,38 P<e 10
33 2.33 P<e20
40 5.09 P<e05
43 3.51 P<. 10
4k 1.32  P<e30

Quadrant analysis (M,,)

2 2.21 P<e 10
10 1.41 Dee 30
1 2451 P<s 20
13 2,08 P 20
21 3.41 Pees 10
24 2.65 Pee 20
29 Te45 P<+01
32 2.64 P<e 20
36 16.48 Pe.Of
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TABLE 2 (Con't)

Item
number Chi Square < level
Quadrant analysis (Mgp)

9 1.16 P<e 30
11 1.08 P<e 30
13 1.16 P<e 30
19 2,96 . Pee 10
21 1.18 P<e 30
23 1.81 P<.20
27 1.32 P+ 30
29 1.36 P<e 30
32 4,12 P<e05
35 1.49 Pee 30
36 3,66 Pes 10
43 2.31 Pee 20
44 3.11 Pce 10

45 7.98 P<.01
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shared with M,, and the ALGD. scales. The five scales
were made up of a total of 27 different items. The five
scales have been reproduced in Appendix B'. Table 3
presents %ne mean, standard deviation (s), and range of
scores for the scales.,

The check on the effectiveness of M,,, as proposed
by GhiselIil (1956), resulted in.an r of .34%. The checks

for My, and Mgy, (A1GD.) were =.42 and .39 respectively.

up

Far M,, and Mop~(QA), the checks were .43 and =.47

D
respectively. All checks were significant beyond the .01
level.

Table 4 presents the linear and moderated multiple-
g}s based on the moderator scale scores.  As lindicated
the only R's not significant beyond the .05 level were
Ry (Map) and Ry (Mgp, ALGD.).
Within Technigue Comparisons

Tables 5, 6, and 7 present the results of the within
technique comparisons between r, Ry, Ry, and Rye

Absolute-difference. The difference between r and R;

was not significant. However R was significantly greater than

Algebralc-difference. Comparisons involving the Mup

scale revealed R; to be significantly greater than x,
F>(1,164)=16.44; p<.01. No significant difference was
found between Ri and Rpe The difference between Emup
and R, was significant,.F(3,160)=3.58; p<.05; Ry was The
larger of the two coefficlents. Comparisons between the

coefficients based on Mop resulted in the finding of no
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TABLE 3

._Mean, Standard Deviation, and Rangs

ofModerator Scales:

Developmental Group

Moderator scales

op

by techniques Mean SD Range
- Absolute-diff.
Moy «69 - 291 =6==+8
Algebralc-diff..,
Mup 1653 3632 =T==+9
Mop ~¢36 2.84 ‘=8==+8
Quadrant anal.
'Mup 1.59 3631 =8==+10
M. -1.10 4,34 =12w=+12
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TABLE &4
Linear Multiple (R;) and Moderated
Multiplé‘(gm) Coefficlents of Correlation Obtained
Using Three Moderator Development Techniques

Coefficlents of correlation

' Techniques
83 B By
Absolute-diff,
My ‘15 . 25%
Algebraic-diffo 040** .
Mup o 3244 o 32t
Mop .12 .24*
Quadrant anal, o 49kt
Myp o Shhsest « 36w
Mop o 4Ot o 1%
#Dge 05

""‘”‘p<.01
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TABLE 5
Differences Between Correlation COoefficients:

Absolute-difference Technique

Number Coefficients
of.: of P
independent wvariables correlation
r 10 ‘
2,00
Rl «15
T 454
Ry 25
#D<e 05
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TABLE 6
Differences Between Correlation Coefficlents:

Algebralc-difference Technique

Number Ooefficlents
of + of F
independent variables correlation
Mup
r 10
166 Uysith
R 02
.. 1 «01
02 .
*n 3.58#
RM «40
Mop
r «10
«85
Rl 12
4 T 86%#
24
Rm 6. 1244
RM 40
Myp and Mop
§ 32
faup To2TH4
Rmop 24
#pce 05
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TABLE 7

Differences Between Oorrelation Ooefflclients:

Quadrant Analysis Technique

Nunber Oocefficlents
of of P
independent variables correlation
Map
Xr 10
19078“*
Rl o 34
36 1.95
k& ) 7,784
RM .49
Mop
r «10
306 1Tttt
Rl .40
i1 59
R : 4o99ws
RM 49
Mup and Mop
«36
Raup T.80%#
Rmop o1

) *p<o 05
#“p<o 01
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significant difference between r and Rj. Emop was signi-
ficantly greater than Ry, F(1,163)=7.86; p<.01. Ry vwas
significantly greater than Rp,,, F(3,160)=6.12; p<.01.
Ryup Was significantly greater than Rpgp, F(1,163)=7.27;
p<.01.

Quadrant analysis. The comparisons for Mup and Mop
resulted in relatively the same findings. In both cases

Ry was significantly greater than r; F(1,164)=19.78; p<.01
and F(1,164)=30.17; p%L.01 respectively. In neither case
was Ry significantly different from R,. Ry was signi-
ficantly greater than Rp,., F(3,160)=T.78; p<.01. Ry

was also significantly greater than Rygp, F(3,160)=4.99;
p<O0le Rpgp was significantly greater than Roup? F(1,163)=
T.80; p<.01.

Zero-order correlations. Tables 8-14 present the

zero-order correlations among the independent variables
and between the independent variables and the dependent
variable. Particular attention should be focused on the
correlations betweqnlM and VM in Tables 8 and 10 (Mab and
M,,~~ALGD. respectively). As indicated the r's are .98 and
«99 respectively. In both cases the introduction of the
VM variable resulted in a significant increase of the gm's
over the Rl's (p=01). In no instance was the correlation
between the moderator varilables and the verbal-moderator
interaction variables for the same scale less than .98.
The correlations between the verbal scale and the fif&

moderator variables ranged from -=.19 to «37. The cor-

relations between V and VM ranged from =.16 to .38,
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TABLE 8
Zero~order Correlations:

Absolute~difference Technique

Brap
GPA" v M ™™
GPA 1.00 .10 -.11 - 14
v 1,00 -e03 .03
M 1.00 98t
VM 1.00
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TABLE. 9
Zero~order Correlations:
Algebrale-~difference Technlque
R

. mup
GPA v M M
GPA 1.00 10 o 283 o 284
v 1.00 T e 19% -.11
M 1.00 0 99t
VM 1.00
TABLE 10

Zero-order Correlations:

Algebraic-difference Technique

Rnop.
GPA. V. M VM
GPA 1.00 «10 -.03 -.06
v 1.00 o STHH o 38ttt
M 1.00 « 99t

*p<- 05
#4#p .01
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TABLE 11
Zero=-order Correlations:

Algebraic-difference Technlique

By

" GPA v Mup VMup ' Mop VMdﬁ i VMM
GPA 1.00 .10 o28wH  ,28## =, 03 - =.06  ~.04
v 1.00 "019* "'011 037** 038** 008
Mup : 1 .00 099“’* ° 10 909 "'008
VMup 1.00 012 «10 =.03
Mop 1.00 e 90t o 2131t
M, 11,00 .18%
MM 1.00
¥Dce 05

*“p<c 01
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TABLE 12
Zero~order COorrelatlions:
Quadrant Analyslis Technique

R

mup
GPA \ M VM
GPA 1,00 <10 o 335%% o 32848
v 1.00 <07 1T
M 1.00 © OB
M 1,00
#pe<. 05
«'“p<o 01
« TABLE 13
Zero~order Correlations:
Quadrant Analysis Technique
Rpop
GPA \'s M M
GPA 1,00 «10° o4Ot L Lt
v 1.00 -l - 16%
M 1.00 « 984
VM 1,00
#p<. 05
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TABLE 14

Zero~order Correlations:

Quadrant Analysis Technique

Ry
GPA v Myp VM, Mo VMo, VMM

GPA. 1.00 .10 oS3 328w 40N hE = 12

V 1.00 007 017* - 11 -016* -.15
Mup 1,00 cO8## = 204" =, 2B¥H w234
Myp 1.00 =308 . = 30 T 26
Mop 1.00 c9BW#  [3TH#
VM, 1.00 o 30
VMM 1.00

#Dpge 05

*“p<o o1
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Noteworthy was the finding that in those cases where
Rp did not result in a significant increase over R;, the
zero-order correlations between the dependent variable
and the moderator and interaction variables were relatively
stronge It should further be noted that in the two in-
stances where Rp was significantly greater than R;, the
correlations of the moderator and interaction variables
with the dependent variable were nonsignificant (p>.05).

Cross=validation Samvle

Mean GPA for the sample was 2.1899, s = .6892. The
mean verbal scale score was 497.26, s = 76.37. The
correlation (r) between GPA and the verbal scores was
37 (p&01). Table 15 presents the mean, standard deviation
(s), and range of scores for the five moderator scales.
Table 16 presents the seven moderated multiple R's.

As 1ndicated all coefficients were significant beyond the
«01 level.

Bpap 2nd Rpup and Runop (ALGD.) were not significantly

different from xr (p?.05). There was no significant

difference between gmup and R In neither case was

mop*®
Ry (ALGD.) significantly different from r, gmup, or Rpgpe
The three moderated R's based on QA scales were
significantly greater than r (p<.01). Ry was signi-
ficantly greater than Rpups F(3,159)=5.07; p<.01. Ry was

also significantly greater than R F(3,159)=3.51; p<.05.

mop?
Emop was found to be significantly greater than Emup?$

F(1 ,162)=‘)‘l‘¢49; p<0050
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TABLE 15
- Mean, Standard Deviation, and Range

of Moderator Scales: Oross-validation Group

Moderator scales

by technlques Mean SD Range
Absolute~diff,
Map 1.02 2.75 ~6==+6
Algebraic-diffo‘n .
Myp 2.02 3431 =T==+11
‘Queadrant anal.
Mup 1 084 . 3. 22 "'8""'“‘9
M " =1.50 3.62 =Gt T

op
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TABLE 16

" Moderated Multiple Coefficlients of

Correlation for Cross-validation Group

Moderated R's

Technlque
Ry B
Absolute-diff.
My o 3THH
Algebrale-diff.
Mup o4O
-Mop o 3934
Rl
Quadrant anal.,
M BT 53
up
SH¢
MOP o 46%
o513
#D<e 05

#ipe, 01
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Between Technigue Comparisons

No significant difference was found between R .,
and Rpq, (A1IGD.). However Rpup (ALGD.) was significantly
greater than Rpgys F(1,162)=3.97; p<.05.
Rnup (QA) was significantly greater than R ., F(1,162)=

9.23; p<.01. R (QA) was also greater than R .y, F(1,162)=

Zmop ma
13.97; p<.O1. For the Ry's based on the scores obtained
with the ALGD. and QA scales, all between technique come
parisons were significant. Rpy, (QA) was significantly
greater than Rpyp (ALGD.) ‘and Rp,, (ALGD.); F(1,162)=5.13;
p<.05 and F(1,162)=6,36; p<.05 respectively. . Rnop (Qr)

was significantly greater than Rp,, (ALGD.) and (ALGD.)

Rnup
'F(1,162)=11,03; p<.01 and F(1,162)=9.76; p<.01 respectively.

Ry (Qa) was found .to be greater than Ry (ALGD.),
F(1,159)=16.81; p<.01. Ry (QA) was also significantly
greater than R . and R, (ALGD.); F(3,159)=6.91; p<.01
"and F(3,159)=7.35; p<.01 respectively. '

Zero-order correlations. Oontained in Tables 17=19

are the zero~order correlations among the independent
variables and between the independent varlables and the
dependent variable. As indicated in Tables 17 and 18,
the only independent variable which correlated signirficantly
with GPA was the verbal scale. With the exception of the.
double interaction variable (VMupMop),,all independent
variables for the R's based on the Q4 scales had signi-
ficant correlations with'the dependent variable.

The correlation between the moderator variables and

the verbal-moderator interaction variables was in no case
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TABLE 17
Zero-order Correlations:
Absolute=difference fechnique
Cross=validation Group

R

.“mab
GPA \'s M ™
GPA 1.00 N5 T il -.04 =03
v 1.00 .01 o 04
M 1.00 e 9 ¥H
™ 1.00

#D<.05
i p<c.01
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TABLE 18

Zero-order Correlations:

Algebralc=-difference Technique

Cross=-validation Group

Roup? Bmope 2nd Ry

GRA. V Map Vi, Mop Vi, . Vi

GPA. 1.00 .37#+ .10 «12 =201 .00 -.04

v 1,00 =12 -.04 e22i 0% .12
Myp 1,00 +  J98## .03 <03 -.18%
My 1,00 .05 04 =13
Uy 1.00 C99HW 38wk
Mo 1.00 o364k
il 1.00

#pce05

*‘“p<.0 1
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TABLE 19
Zero=-order Correlations:
Quadrant Analysis Technique

Oross=validation Group

Rpup? Ryop» 2nd Ry

H

GPA T Myp My My, ™o, VMM
GPA 1,00 37t ,16% W22 = B0 o 33 o 14
\'s 1.00 004 o 14 -~ 13 ~e 20% -.01
Mo 1,00 98%# w, 15 -.13 -o 3%
VMyp 1.00 ~e14 =13 = T4
Mop 1.00 « 99 o 3Tt
VMop 1.00. o 36%%
g 1.00
#D<.05

"“"p<.0 1
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less than .98, For R, ., (Table 17) and Rpyyp (Table 18)

the correlations between V and M and between V and VM were
not significant. For 3m0p (ALGD.) both correlations were
significant; p<.01 and p<.05 respectively: For Rpq, (Qa)
only the relation between V and VM was significant, p<.05.
Neither of the relationships was significant for Rp,, (Qa).
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Chapter IV
DISCUSSION

Without exception the studies reviewed earlier did
not present data sufficient for an adequate description
of the mechanlcs of moderators and the effects they assess.
Research i1n the area has been characterized by a controversy.
between those who are convinced that moderators are the
answer to long standing problems in psychological measure=-
ment and those who maintalin that moderators contribute
nothing useful or additional in making measurement more
preclise. The data reported herein afforded a clearer and
somevhat revealing description of moderator function.

While casting considerable doubt on the tenability of the
moderator model,.fﬁe present research by no means resolved
the controversy,.

In addition to malntaining that an effective moderator.
need not correlate with accompanying predictors, Saunders
(1954) pointed out that it 1s not necessary for a moderator
and the predictors with which it is used to correlate with
the dependent variable. He made no mention of the expected
zero-order correlations (necessary.and/or sufficient) in=-
volving the moderator-predictor interaction variable.
Saunders simply characterized a moderator as a variable
which correlates with error, i.e., the varlance not shared
in common by an independent variable and a dependent variable.
He further stated that the introduction of an interactlon
variable containing an effective moderator should result

in a significant increase in the size of R. Finally, Even
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and Kirkpatrick (1967) have pointed out that a significant
"increase of an R, over an R 1s evidence that a moderator -
is in fact operating as a moderator and not as a suppressor.
The present data indicated that the use of Mab and
Mop (ALGD.) resulted in the detection of significant
moderator effects in the developmental sample, i1.e., .the.
two scales were effective as moderators. Indeed, assuming
that the above mentioned investigators were correct in their
‘reasoning, it would appear that the data warrant no other .
conclusion. However, close scrutiny of the zero-order
correlations for Rpap and Ry,, reveals the tenabllity of
a somewhat different conclusion. For both R 's, the inter-
action variables (VM) did not correlate significantly with
GPA. Obviously'thé’VM variables did not function as predictors.
It 1s somewhat doubtful that the increase resulting from the
addition of -VM was necessarlly due to the action of moderators.
In other words the data do not necessarily lead to the -~
_conclusion that a significant moderator effect was operative-
in the data, It would appear that the results can be ex-
plained parsimonliously in terms of the suppression concept.
Even though Mgy, and VMgp did not correlate significantly with
GPA, the intercorrelation between the two, was apparently of
such magnitude that a significant increase due to suppression
between the two occurred. The tenabllity of the foregoing

conclusion 1is réédilx demonstrated by the example below. For

2 2 .
2 - r12 + r13 "'-21'121'131'23
Ri.23 =
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assume that ryp = 105 ry3 = «00; Iy - .98; and n = 167.
Solution of the equation reveals that the addition of L13
results in an R of .50 as compared to rip = .10. Such an
increase 1s significant at the .01 level as assessed by an
appropriate F ratio assuming a sample of comparable size as
used in the study. While not directly analogous to the data
under consideration,.the above example demonstrates that it
is possible for suppressor effects to occur when the validities
of predictors are very low and the intercorrelations between
the variables very high., . Unlike the example, the suppressor
effects in Rpayp 2nd Bmop’ assuming they were present, would
be more complexly determined due to the presence of a third
independent variable. In other words, the ability of a
variable to operaté’as a. suppressor would be more complexly
determined by its intercorrelations with a greater number of
variables.

Due to the negligible correlations of M and VM with
GPA for Rpop (ALGD.) it is highly improbable that any
suppressor effects between the two occurred. However both
. variables correlated significantly with V. It is unlikely
that M or VM taken separately contributed significantly as
suppressors due to .their moderate correlations with V.
However it would seem plausible that the combined suppressor
effects produced by both may have resulted in the increase
of Ry over R;. Such an explanétion seems tenable in view
of the fact that the addition of M alone resulted in no™
significant increase of Ry over r.

The increases of the Ry's over the R;'s based on the QA
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and ALGD. scales for the developmental sample appear to be
readily explained in terms of the action of suppressor and
predictor variables. For the ALGD. scales, the effectiveness

of Mop and VMO as suppressors has already been considered.

b
-,Mup and VMup obviously contributed to the size of By as
predictors as indicated by thelr significant validities. Due-
to the high degree of overlap between the two variables, the
exclusion of either would result in no appreciable decrease
in the size of gM. It seems reasonable to conclude that the
double interaction variable did not contribute to the size of
Rye Even though it correlated significantly with Myp and

VM the negligible validities of those two variables would

op?
make it improbable that VMM acted as a suppressor.

Mup and Mop for the QA scales functioned as predictors as
indicated by- their significant correlations with GPA. Ry for
the same scales was significantly greater than the two gm'g.
The size of Ry was most likely, for the greater part, due to
the combination of the moderators as predictors. The con-
clusion seems justified that VMM acted as & suppressor in view
of its insignificant validity and significant overlap with
Myps VMyps Mgp, and VM.

The foregoing findings do not necessarily mean that
research on the moderator model should be abandoned. The
preceeding explanations of moderator effects in terms of the
suppression concept do however point up a crucial fallacy
in the logic employed to Jjustify the use of certain tegts

which are supposedly sensitive to moderator effects and

moderator-suppressor differences. Saunders' (1954) and
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Ewen and Kirkpatrick®s (1967) arguments would appear to have
been valid based on the premisses employed. However their
arguments were apparently invalid due to the exclusion of
conditional premisses concerning possible zero-order correlations
in%olving the interaétion variable. Based on the present
study, the importance of the interaction variable in account-
ing for thé results has been clearly demonstra%ed.

The test suggested by Lee (1961), though not carried out
in the present research, would also seem to be of question-
able usefulness. Lee pointed out that evidence for a
moderator effect may exist if the regression weight of the
interaction variable departs significantly from zero.

However, this test, like the one suggested by Ewen and
Kirkpatrick does not perpit a distinction between moderators
and suppressors. An interaction variable could have a signi-
ficant welght and still correlate insignificantly with the
dependent variable. Such a state of affdirs 1s within the
realm of possiblility due to the fact that the intercorrelations
among a set of varlables contribute to the size of the
regression welght for each variable. Thus a suppressor may
have a significant weilght as a result of its correlations

with other independent variables.

As previously pointed out, Hobert and Dunnette (1967)
maintained that those developmental techniques employing the
finest subgrouping should yleld the most effective moderators.
Additionally it was maintained that the use of the moreb

effective moderators should result in the largest R's.
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The oross~validation data for the present study appear to
have partially confirmed thelr expectations.

Oonsidering the first technique; the abllity of M,y
to increase R significantly above r did not hold up on
cross-validation. The M and VM variables had negligible
validitles. VM though correlating .99 with M produced no
suppression due to the extremely low validity of M. Such
findings as the above are not unusual in light of one
characteristic that moderators and suppressors share-
speoificity. Another explanation for effects not cross-
validating, particularly in the pfesent data, would seem to
be the high initial correlation that existed between V and
GPA (437).

Mop (ALGD,) did not cross-validate in its ability to
produce a significant increase in correlgtion nor was it
significantly larger that R ,pe Rpyp (AIGD.) though not
significantly different from r, was significantly larger than
Emab‘ This seemingly incongruous finding is easily accounted
for when one considers the difference in error terms for
the F ratios employed to compare r with R, and Roup a?.
opposed to the Rp,y4 and Bmup comparison. It would appear
that the greater size of Rpyp can be accounted for in terms
of the action of a suppressor variable. Even though the
correlations of Mup and VMup with GPA were insignificant,
the intercorrelation between VM and M was apparently of such
magnitude that a suppression effect docufred between tﬁé two
variables. Recall the example demonstrating the effective=-

ness of suppressors among variables having low validities
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but extremely high intercorrelations. Obviously a necessary
condition for the occurrence of such effects is a relatively
large sample size. For smaller samples,. the - -increase pro- -
duced by such suppressor effects would probably not be of
such magnitude that they would reach significance.

The R's based on the QA scales were significantly
greater than the R's based on scales developed by the first
two techniques. Examination of the intercorrelations in-
volving the M,, variables reveals that Mup and VMup acted
as predictor variables. My, and VMop also acted as pre-.
~dictors. Thus the ability of the variables to function as
predictors cross-validatede. EmOp was apparently greater
~than gmup due to the lncreased effectiveness 0f the Mop
variables as predictors. It is unlikely that the VM's
in either case contributed anything additional as in-
dicated by the high overlap between the M and VM variables.

Ry for the QA scales was significantly larger than any
R obtained in the cross-validation sample. Due to the
insignificant intercorrelations between the Mop"VMop
variables and the Mup'VMup variables, it may be assumed
that the size of Ry was partially due to the combined
predictor effects produced by the combination of‘the Mup

and M__ variables (VM!'s. included). Special attention

sﬁouldpalso be paid to the double interaction variable
VMM. The variable did not contribute anything as a predictor.’
However it probably produced a multiple suppression effbct
which may have contributed to the size of Rye

While seemingly lending support to Hobert and Dunnette's

assertions, results of the present research do not necessarily
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warrant the conclusion that one technique is better than
another for developing moderators for the simple reason
that the moderator model is of questionable tenability.

The data would seem to warrant the conclusion that the size
of R 1s directly related to the number of subgroups em-
Ployed by a developmental technique.

- Phere would appear to be several conditlons in a set
of data that might permit a distinction between moderator
variables and other independent variables. One such con-
dition would involve an intercorrelation matrix for an R
in which the V¥, M, and VM variables intercorrelated
negligibly (V=predictor; M=moderator; VM=interaction
variable)s The moderator model would appear to be tenmable
if in such a matrix it could be shown that the addition of
the VM variable resulted in an increase in R due to 1its
action as a predictor. . Further the moderator model would
gain additional tenability if it could be shown that a VM
variable can function as an effective predictor when V and
M have negligible valldities. This 1s apparently Jjust what
Saunders (1954) had in mind in his discussion of the WM
varliable and interactive effects 1n a set of data. In the
absence of sufficlient data it cannot be determined whether
such results obtained in Saunders' reseérchvof;in the
research of anyone else.’ The present study wouldi seem .to .
indicate that conditions such as those just mentioned are
mathematical improbabilities. In the iﬁtéraction varigble,
M serves the function of a weight for the V variable. Thus

when the M and VM variables are correlated, very high over-
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lap is not wnusual. In view of the nature of the M and VM
variables, it is highly improbable that a VM variable could
operate as an effective predictor under the aforementioned
hypothetical conditions.

Undoubtedly a great deal of research needs to be
carried out in order that a comprehensive enumeration of
moderator characteristics may be obtained. One worthwhile
wndertaking would be a detailed examination of the inter-
correlation: matrices for different subgroups ldentified
using moderators. It would be interesting to see if
‘variation in the R's for the groups might be due to the
action of:suppressors. Depending on the unique combination
.0of independent variables for certain so called unpredictable
subgroups, it may be found that one or more variables
“functions as a suppressor. Research along these lines would
appear crucial to a better understanding of moderators and
how they differ from suppressors, assuming that they do.
Indeed, i1t is incumbent upon those in the “moderator camp"
to demonstrate the uniqueness of the:phenomenon with which

they are working.’
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Chapter V
SUMMARY

In a -recent article, Hobert and Dunnette (1967)
maintained that compared to the Absolute-difference and
Algebraic-difference techniques Quadrant Analysis should
yield the more effective moderators. Thelr assertion was
based on4fhe‘reasoning that more homogeneous subgrouping
should yield moderators with increased sensitivity to
error. The present study was carried out as an empirical
investigation of thelr assertions. Further, the design of
the study permitted an investigation of moderator function.

The total sample (n=333) of male college students was
randomly divided into a developmental sample and a cross=
validation sample. ‘Employing the aforementioned techniques
a total of five moderator scales were developed and applied to
"the cross-validation sample. Based on the obtained findings,
the following conclusions were drawn:

1. The tenability of the moderator model is question-
able in the face of apparently fallacious reasoning con-
cerning moderator characteristics and function.

2. Moderator function apparently can be more parsi-
moniously accounted for in terms of the suppression concept.
3. Previously suggested tests for the presence of

moderator effects are inadequate in that they do not
necessarily distinguish moderator effects from effects pro-
duced by suppressor variables.

4. The use of scales developed by those techniques
employing more homogeneous subgrouping resultsin the attain-

ment of larger R's.
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How do you feel about your share of happiness in life?

a.. Have had nothing but bad breaks.

b. Have had more than your share of bad breaks.

c. Have had more good breaks than bad ones.

d. Luck has been your way practically all the time,

How often do you feel dissatisfled with yourself?

a. Frequently.
b. Occasionally.
c. Rarely.

de Hardly ever.

How often do you feel discouraged?

a. Frequently

b. Occasionally.
c. Rarely.

d. Hardly ever.

Up to the age of 21 years, approximately how often did you
suffer minor illnesses?

a. More often than the average person.
b. About as often as the average person.
c. Less often than the average person.
d.: Never.

In recent years, has your health been:

a. Excellent.

b. Good.
c. Mair.
d. Poor.

Does a hard day's work tire you out?

a, Much more than the average person my age.
b. Somewhat more that the average person my age.
c. Somewhat less.than the average person my age.
d. Much less than the average person my age.

How long does it usually take you to fall asleep?

a, Can go to sleep right away, at any time of the day or
night.:

b. Can go to sleep in 15 minutes to half an hour.

c. Usually need half an hour or more to fall asleep.

de No consistent pattern; depends on how tired, etc.

On the average, how much sleep do you require to feel
really good?

a, Less than 5 hours.
be 5 to 7 hours.
ce 7 to 8 hours.
d. More than 8 hours.
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9. How meny days were you sick in bed last year?

a. None.

b. 1 to 2 days.
c. 3 to 5 days.
d. Over 5 days.

10, How much education did your father have?

2. Grade school or less.

b. ‘High school.

‘e, College.

de A graduate degree (M.A., M.S., Ph.D., etc.).

11. How much schooling did your mother have?

a. Grade school or less.

b. High school.

c. College.

de A graduwate degree (M.A., M.S., Ph.D., etc.).

12.. How much independence do you feel your parents .allowed you
while in high school?

2e Qulte restrictive.

b. About as mych as the rest of your frilends.
C. Quite lenient.

d. As much as you wanted.

13" When you were growing up, about how many books were
around the house?

a. A large library.

b. Several bookcases full.
c. One bookecase full.

de A few books.

14, How often were you allowed to use the family car?

a. Had your own, did not use thelir car.
b Not at all.

c. As often as you asked.

d. Only on special occasions.

15, Who did most of the repair work around your home?

a. Yourself.

b. Another member of the family.
c. Someone hired ‘to do the job.
d. No speclal person.

16, For commendable behavior as a child, how were you usually
rewarded?
2. Praised.
b. Given a present.
c. Given no special attention.
d. Something else.
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17. How were you usually punished as a child?

a. Punished physically.

b. Reprimanded verbally, or deprived of something.
ce Told how you should have acted.

de Warned not to do it again, but seldom punished.

18.' Who influenced your conduct most when you were a child?

a. Your father.

b. Your mother.

c. A brother or sister.
de Someone else.

19, Who made the major decisions in your family?

a. Your mother.

b. Your father.

¢c. Some other person.

de Discussion and common agreement. .

20, While in high school, how many hours a week did you spend
doing chores and tasks around the home?

a. One hour or less.
b. 2 to 4 hours.
Ce 5 to 7 hours.
de More than 7 hours.

21. When you were a child were you punished by your parents
for not doing well in school?

a. Yes, frequently.
b, Yes, occasionally.
c. Very seldom.

d. Never,

22, In high school, did you:

a. Lead a clique or gang.

b. Belong to a clique or gang.
c. Keep to yourself.

d. XNone of the above.

23, With regard to taking risks, which best describes you:

a. Hardly ever take a risk.
b. Sometimes take a risk.
c. Generally take a risk.
de I'm a gambler at heart.

24, How many times during the past five years have you held
a position as president, captain, or chairman of any clubs,
teams, committees, or study groups?
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24, (cont.)

a. Never.
b. Once.
¢c. Two or three times.
d. Four or more times.

25.. How many elective offices have you held in the last five

years?

2. None.
b. 1 or 2.
Ce: 5 to 5.

de ©6 or more.

26, How do you feel concerning the adequacy of your-high
school preparation for college?

a. Was very adequate.

b. Was weak in certain areas..
c. Was very inadequate.

d. TUnable to answer.

27. As you grew up, how did you feel about school?

a. Llked 1t very much.

b. Iiked it most of.the time.

¢c. Just accepted it as necessary.
d. . Was often unhappy with it.

28. During your teens, how did you compare with others of
your own sex in rate of progress through school?

a. Advanced much more rapidly than most.

b. Advanced Just a little faster than most..
¢c. About the same as most.

d. Progressed Jjust a little slower than-most.

29, How would you classify your potential as a student in
college?

a., Considerably above average.
b. Somewhat above average.

c. Average.

d. Below average.

30. How did your teachers generally regard you in school?

a, As able to get things done with ease.
b. As a hard worker.

ce As not interested in school subjects.
d. As something of-d "problem". -
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320.‘

33

34.

35.

36.

37.
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At what time of day did you do most of your best studying?

a2, Morning.

b. Afternoon.

¢c. Night.

de No particular time.

What was your standing in your high school class?

2, Below the average.
b. Above average.

c. In the upper 25%.
d. TIh the upper 10%..

How difficult was high school work for you?

= Fairly easye.

b. Nelilther easy nor hard.
c. Iairly hard.

d. Quite hard.

Most teachers in college:

a. Require far too much work of their students.

b. * Require slightly too much work of their students.
c. -Require aboyt the right amount of work.

d. Require too little work of their students.

What do you think is the most important thing a person
should get out of college?

a., Training for a profession.
b. General cultural knowledge..
¢c. Personal maturity.

d. Social polish,

Which one of the following types of teachers would you
prefer to have (as a college student)?

a, Very hard to get good grades from.

b. Harder than average to get good grades from.

c. About average in difficulty.

d. Easier than the average to get good grades from.

How well do you do most things you have decided to do?

a, You almost always succeed in the things you attempt
and do them better than most people could.

b. You often find you have bitten off more than you can
chew and have to give up.

c. You usually get the things done that you attempt, but
you seldom do them as well as you want to.

d. You find that you do most things as well as other
people do.
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39.

40.

41,

42.

43,

4k,

45.
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Do you generally do your best:

a, At whatever Job you are doing.
b. Only in what you are interested.
Ce Only when it is demanded of you.
de On few 1f any Jobs.

How greatly disturbed are you if something is left
unfinished.

a. Slightly.

b. Moderately.
c. Considerably.
d. Highly.

What do you consider to be the major motivating force in.
your life?

a. Prestige.

b. Material gains.

c. To gain a position of security.
d. Something else.

Assuming you had sufficient musical ability and training
to perform in the following capacities, which one do you
believe would give you the greatest personal satisfaction?

a, Soloist == instrumental or vacal.

b. Composer.

¢c. Conducter.

d. Member of orchestra or choral group--not soloist.

Which do you enjoy most?

a. A good "bull session".

b. Working or studying hard.
c. Listening to music.

d. Reading for pleasure.

Which one of the following seems most impoxrtant to you?

2. A pleasant home and family life. . .

b. A challenging and exciting Job.

c. Getting ahead in the world.

d. Beilng active and accepted in community affairs.

Which of the. following is most important to you?

a, Professional status or authority.
b. Money.

c. Family and Friends.

d. Religion.

Where do you feel that you gained the most knowledge?
a., School.

b. Home.

c. Personal experience.

d. Examples set. by others,
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Moderator scales
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Absolute~difference Méb

C.’

de

Item number Alternatives Key
10 ey b. "'1
c” d. +1
2. 2., b. +1
Cey de. -1
e 2., b, +1
Cey d. "'1
8. 2., b. +1
C.’ do -1
104 2., be +1
CQ’ d‘ -1
11. 2., b. +1
c., do "'1
27. a., b. "'1
bo’ do +1
28. a.’ b. -1
. c.’ d. +1
34, a., b, +1
Cey de. -1
40. e,y Ce __"'1
b.’ d. +1

Algebralic-~difference Mup-
Item number Alternatives Key
2. é., b. +1
CQ’ do -1
R 2., b. +1
c.’ dc‘ -1
11. a" be -+
c., d' -1
13. 2.y be -1
c., d.’ +1
20. -a" b. +1
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Item number Alternatives Key
21'. 'a.’ b. "'1
c.’ d. +1
250 a.’ b. -1
C.y de +1
270 ey bo "'1
c., d. +1
28. ac’ b. -1
C., d. +1
324 2., b, -1
C., d. +1
45, 2., be, d. +1
co -1

Algebralc~difference Mg,
Item number Alternatives Key
8. 8.y D, +1
C., do "'1
10. a.’ b. +1
c., d. -1
11. 2., b, +1
c" d. -1
22. ao,‘bo +1
c., d. -1
23. 2., b, +1
co’ d. -1
40. 2., Ce -1
oy Qo +1
43, a. -1
'bo, Cey d. +1
4l 2., b. +1
cc’ d. "'1
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Quadrant Analysis Mup

Item number Alternatives Key
2. a.’ b. +1
co, d- ""1
106 ao, bc +1
Oo, d. -1
11. 2., b, +1
Cey d. -1
130 a., b. -1
C., de. +1
21. a., b. -1
C., do. +1
24, a,, be +1
co’ do ""1
29. a., b, +1
c., d. ""1
320 ao’ bo "'1
co’ d. +1
360 ao’ bo "'1
C., d. +1
45, a., b,, d. +1
C. -1

Quadrant Analysis Mop
Item number Alternatives Key
9. ao’ bo -1
C., d. +1
11. ao, bo +1
Cey do "'1
13. a., b. -+
C., do. -1.
190 8.., b. -1
C., d. +1
. 21. a.’ b. +1
co, d. "'1
23. a., b. -1
C., d. +1
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Item number Alternatives Key
27. a.’ b. -1
Cey do +1

290 ao, b. -1
C., d. +1

32, a.,, b. +1
C., d. -1

35‘ ao"b. -1
C., d. +1

36. ao, b. -1
c.’ d. +1

430 ao +1
b.’ c., d‘ -1

44, a., b. =1
c., d. +1

45, 2., b., d. -1

C. +1 .




APPENDIX OC.
Single and multiple linear regresslon

analysis program
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Library Iisting: 6.0.148 = 1620 Single and Multiple

Linear Regression Analysis Program, by Anthony J. Capato,

Columbia University. The program uses a least squares
solution in computing the multiple R. The maximum number -~
of independent variables is ten, the number of data points
being unlimited. Included in the output are the partial
regression coefficients, simple correlations, .the multiple
correlation, standard error of the Y data, standard error of
the estimate, significance of regression, and the standard

error of the partial regression coefficients.,
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