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PART I: INTRODUCTION

There are troubles encountered in approaching an understanding
of what intelligence is in stipulative terms without attempting
an empirical investiéation of the phenomenon. Such processes
will necessarily entail an investigation of the behavior of
those entities which we agree exhibit such properties which are
sufficiently indicative of an intelligent presence (intelligence
being not something we anticipate sensing physically but rather
a label wich we apply to a system which exhibits a certain
family of behavior patterns which we consider to be indicative
of a rationally designed approach to its world). We must be
limited to observational statements in identifying those
criteria which are indicative of intelligence. The term
"intligence" will thus refer to a style of behavior rather than

something hidden away inside our heads.
If we ask, then, in an age in which robots and computers

have begun to drastically alter the face of our work
environment, what it is about computers that makes them so like
us, or, how smart can these machines get, it seems that an
equally relevent question to ask is directed at what it is about
humans that computers (so far) cannot imitate. What are the
limits of Artificial Intelligence? Are these limits the limits
of our own brains in designing intelligent systems or is there
something special about human intelligence which discrete state
devices are incapable of duplicating?

So far machines have proven quite capable of duplicating



the mechanical motions of the human body, thus the prevalence of
robots in factories. Computers can solve mathematical problems
(by plugging in formulas) and can type manuscrips. Basically,
computers can do just about anything one cares to tell them to
do (provided one knows how). And that's the difference.
Anything a computer does, it does because it's explicitly told,
in some form of programming language, to do so. What we herald
as the great thing about humans is that nobody has to (in
priciple) tell them to do anything and yet they still work. And
(partly for the same reasons) they are unpredictable. A
computer's actions, if one cares to take the time to analyse its
program, are totally predictable. All a computer's actions can
be traced to specific orders within the computer's programming.
The computer has no say in what it does -- it doesn't even know
what (or that) it does. A computer's actions are merely
responses to electromagnetic stimuli which fall precisely within
the laws of nature.

But can we not say the same thing, on a molecular level, of
human beings? After all, if our bodies and brains were not
constructed in accordence with the laws of nature, we wouldn't
(couldn't) exist.

Being a self, alive in the world, man has a basic, call it
wired-in, motivation to maintain this status of his self as
alive in the world. 1Is the difference, then, between men and
computers that the computer has no sense of self to which the
things that it encounters in its world can be said to have any

relevence or meaning? If this is the case, then is the self



something (a process or a set of processes) which can be written
into a computer program?

There are three classes or words that, when applied to
intelligent systems have everything to do with human beings and,
ordinarily, nothing to do with computers. These are "self,"
which is the agent who can be said to have an "understanding" of
things in the world which when contrasted to the self by the
self are said to have "meaning." These concepts are clearly
interdependent and therefore any discussion of one imples the
existence and situational inclusion of the other two.

On this level, we see that part of understanding is
something which happens when the self, or subject, becomes aware
of the object under scrutiny as being distinct from the self.
But understanding is more than mere recognition. Perceiving
simply the otherness of an object does not inform one in any way
which would indicate an appropriate attude to adopt in
approaching some alien object. The quality of this otherness
that is perceived forms the meaning which the object holds for
the subject. It is therefore the ability to detect meaning in
or assign meaning to the elements of one's environment (or a
topic of discourse either spoken or written) which constitues an
essential part of understanding which computers so far do not
have. The extent to which this process can be duplicated in a
computer program should play a large part in determining the

extent to which machines may be said to be intelligent.



To date, virtually all of the attempts at simulating
understanding in an artificial system have concentrated on
written texts. There are several reasons for this. First, when
we speak of understanding, we generally have in mind the
understanding of communication of an idea expressed in natural
language (as opposed to computer language). It is commonly
accepted, however, that the technical problem of understanding
spoken language have little bearing on the basic problems
involved with getting a computer to understand the meaning
conveyed by language. By concentrating on written text, full
attention can be directed toward this more basic problem.

It is commonly accepted that the task of understanding a
written text becomes the standard analog of the major task which
stands before those working in Artificial Intelligence -- the
establishment of synthetic understanding in general. The
problem here is that an artificial intellignece should be
versatile enough (as much as human intelligence) to understand
the wide variety of texts which are possible in natural
language. The difference between natural language and computer
language is that the former is capable of expressing meaning
(any given meaning) in an almost unlimited number of ways, often
without even explicitly stating the precise meaning, while the
latter is confined to very limited expressions of meaning, and
is composed of elements in which all meaning must be precise and
explicit. There is exactly no ambiguity in comptuer language.
This can be very usefui -- no questions should ever arise

concerning what is meant by a particular text, however this also



establishes a very rigid structure for expression and some ideas
(for example, religious ideas) which depend on metaphor become
impossible to express adequately in such a rigid format. What
this means is, that if an artificial, potentially intelligent
system is to be bound by a fully explicit linguistic system,
much of what we take to be meaningful in our everyday discourse
must be rejected as meaningless by its computer language. This
is certainly unsatisfactory.

If it is therefore accepted that one mark of an
artificially intelligent system will be the ability to interact
with humans (or other, perhaps artificial, intelligences)
through the use of natural language, then it is not enough that
the computer utilize a language which employs, say, English
words (any human language of discourse, i.e., natural language,
would do here). The system must also be capable of both
understanding and generating text in an unrestricted realm (with
regard to subject matter) defined only by the grammar of the
natural language itself.

One might now inquire as to what are the relevent
differences in this context between natural language (the
languages of man) and artificial languages (languages of logic
and computers). One difference may be that as humans, we are
able to associate meanings and build networks of connotations
for words in ways which so far have nt been simulated by

machines. This means that as humans, we do not invest all of



the meaning of a word in the symbol itself. Part of the meaning
evidently arises out of its conjunction with other words. For
example, John may tell Joe that his (Joe's) cat is on his
(John's) mat. If Joe understands this utterance, and knows also
that he is not on good term with John, then he may conclude that
John may be advising him to get his cat off the mat.
Furthermore, the representation of possible and actual events
(the cat being on or off the mat) is possibly and probably
linguistic. Perhaps Joe is even now looking at the cat on the
mat. He can see part of the meaning (the obvious part) of
John's utterance -- the cat, he sees, certainly is on the mat.
He can also visualize the same mat minus the cat and this
possible situation's probable implications. Even if the two
were speaking over the telephone, it is likely that Joe would be
visualizing the meaning of John's utterence. It is not implicit
that any computer would. Because he is capable of such
visualizations he has access to information about the situation
and the relationships which define the situation to which the
computer does not.

Even if Joe has never seen his cat (John's cat has just had
kittens, one of which is, by prior contractual obligation now
Joe's and is, incidentally, making a mess on John's mat) he is
capable of visualizing a cat (any cat) on some mat. The
representation of meaning for him is not restricted to a
linguistic one, especially if he has had prior concrete,
physical experience with what is meant by all the words

involved. It is not so important here that meaning be expressed



specifically or exclusively in visual or any other kinds of
symbols, but only that it not be bound to simply linguistically
codified terms. Rather, it seems that the function of language
for an intelligent system should bé (and is, for humans) simply
an expression of stored meaning -- independent of however such
meaning is stored. This same meaning has been expressed in
different words by Roger Schank:

No matter how events described by sentences are stored
in memory, they cannot be stored in terms of whatever words
may have been used in those sentences. There are a great
many ways to describe an event, but the event remains the
same regardless of the description. Similarly, memory's
encoding of that event is the same regardless of the
description. Thus, any meaning representation used by mind
must be non-lingual, involving pure meaning elements only.
No matter what lexical form is chosen to express a
particular thought, there will be only one conceptual
meaning representation stored in memory. This explains why
people who speak two or more languages fluently sometimes
forget which language they are using. The concepts they
wish to express are stored in neither language in their
memories. (1)

There is more, however, to intelligence and understanding
than mere memory. 1If a syétem is to be said to be intelligent

(hereafter implying the possession of the ability to understand



natural language) then we would expect the system to be capable
of demonstrating its understanding through its ability to engage

in di
scourse within natural language. This means that an

intelligent machine must, for our purposes, be able to
understand written text and respond to and perhaps formulate
questions about the text in natural language. This task should
be far less demanding than the achievement of the corresponding
task through spoken language since often much of the meaning of
discourse is contained at least as much in the tone of voice and
perhaps in body language. The limitation to writtefl language
forces such expression to be either reduced to words of
forfieted.

If meaning is to be stored non-linguistically then the
system must be capable not only of translating linguistic
representations of meaning into non-linguistic representations
(reasoning) and ultimat?ly constructing linguistic
representations for the purpose of communication with other
minds.

We would also expect the system to maintain some kind of
goal directing mechanism. The system must maintain a model of
the discourse and the goals toward which its reasoning is to be
directed. To put it crudely, the system ought to have some idea
of what its talking about. It should know roughly where the
discourse is headed. Thus, not only should it be capable of
reasoning it should know when to reason and about what that
reasoning should be. Toward this end, it should have a sense

for what is relevent to the topic of conversation, what needs to



be explicitly stated, and what is taken for granted. It should
know or be capable of anticipating the mind of its partner in
discourse. This does not mean that the computer should actually
know what the other person is thinking, only that is should be
maintaining a model of that other person. It ought to know
roughly what the partner in discourse is thinking about. It
should make predidfions or gursses not only as to what the other
intelligence is driving at but also about what it doesn't know
or ought to know.

For example, John may instruct Joe to open the door.
However, Joe may, justifiably, assume that John's instructions
are based on the hypothesis that someone is knocking on the
door. 1If Joe has been rapping on the table, he may suspect that
John has mistaken this rapping for a knock at the door; thus his
request. Instead of answering the door, Joe would likely
respond, "No, that was just me rapping on the table."

An intelligent participant in a dialogue maintains models
both of the topic of conversation and of the mental sets of
those involved in the conversation. These models are updated as
the dialogue or conversation progresses.

Perhaps the most significant implication of this
maintenance of models is that the subject must maintain a model
of self; self awareness. This self must be distinguished from
those of the other participénts in the conversation. It is not

entirely certain that all humans recognize other participants in



conversation as selves equivalent to their own selves however
most humans do recognize others at least as distinct from their
selves.

Insofar as these other entities, as participants in
conversation exhibit qualities which distinquish them from
inanimate objects (whiCh‘are also recognized as other than the
self), among these qualities being the very ability to
participate in conversation or other forms of communication,
then the intelligent system must be expected to maintain models
of such entities. By maintainance I mean not only the
establishment of a representational model, but also its updating
as such updating becomes possible.

This ability implies that the intelligent system be capable
of conducting various forms of reasoning about these other
mentalities (as well as the topic of discourse). When John
instructed Joe to answer the door, Joe was able to reason about
the situation, and about utterances about their two perceptions
of reality. Through such reasoning, Joe was able to fill
certain blanks about John's goals and perceptions which affected
his response to John's request. John might still insist on
Joe's answering the door if he is aware of Joe's nervous habit
but also believes he heard a separate and distinct knock on the.
door. If John so insisted, Joe would need to update his model
either of John's perceptions, their relation to reality, reality
itself, or all of these in relation to his own perceptions.

In order for an artificial intelligence to have a

"complete” understanding (by "complete" I only mean "comparible
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to that of humans") of discourse in the real world, it would
need a source of experience similar to that of those who exist
in the real world. It needs the sensory input available through
a body as a vehicle 6f experience in the world. Much of
understanding has to do with physical relationships or qualities
which sometimes may not be explicit or even implicit through
language alone. Understanding the world without a body through
which to experience it might be better appreciated if we were to
consider trying to explain chairness to a disembodied brain
which never had a lap to benefit from chairness nor had ever
experienced anyone else deriving such benefit. It might be able
to manipulate the concept but would never know if it was
sitting, in some container, on a chair.

It is the body which brings the mind in contact with the
external world and so any attempt to understand this world must
presuppose the existence of the intermediary agency of a body.
We may never speak of a computer capable of understanding event
in the world which was not itself linked to the world through
the agency of a body. 1In what follows, I shall present a review
of some of the more interesting results of the current research
in Artificial Intelligence, to be followed by a discussion of
Alan Turing's work along with some elaboration of my own

thoughts.

11



PART II: REVIEW OF THE CURRENT RESEARCH

ELIZA AND THE DOCTOR

Joseph Weizenbaum developed a program called DOCTOR which
plays the game of Psychiatrist with its user. The user
initiates the program by typing in a statement. The system then
scans the statement for key words that it recognizes and
formulates a responding question based on that key word. If the
input contains no recognizable key words, a "content-free
remark"” is returned. Key words are ranked so that if more than
one key word is found in the input, it utilizes the one with the
highest rank. Also, when the scanner comes to a comma or a
period, it stops scanning if it has found a ranked key word. If
it finds no key words, the system picks up a key word from some
previous input.

The system tries to identify "some minimal context within
which the chosen key word appears; for example, if the key word
is 'you', it is followed by the word 'are' (in which case an
assertion is probably being made)." (2)

Most of what the system does is just text manipulation.
Although the program in operation may appear to be intelligent,
this is only an illusion. No attempt is made here -of

understanding. Beyond the few key words which the program
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recognizes, all unfamiliar words are dealt with using certain

' transformation formulas based on the location of known words in
the input and the numbers of unknown words which surround them.
For example, if the input consists of the sentence "You've never
liked me." and the only familiar words are 'You' and 'me' then
the computer breaks the sentence up into corresponding chunks;
"1) You've 2) never liked 3) me." Although the computer has no
idea what phrase (2) means, it doesn't matter. The computer
merely changes the "You" to an "I" and the "me" to a "you" and
applies the sentence to a template; "1) What makes you think 2)
I've 3) never liked 4) you?”"” The system selects decomposition
rules according to whatever key words it finds.

The success of this program depends upon the normal
assuptions and expectations that the user brings with him to any
conversation. The program capitalizes on the fact that most
people interpret the ability to manipulate language as
understanding of that language. However, as Weizenbaum points
out, as soon as the user breaks from the role of Psychiatrist's
Patient, the illusion of understanding breaks down. Although it
seems possible that a good enough p;etender may one day force us
to recognize it as intelligent, I would insist that the
guantities of data which would need to be preprogrammed for such
a device would make any attempt using the current techniques
inherently less than adequate. As long as information must be

explicitly encoded for the machine there will remain relatively
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creative aspects of human intelligence which will ot have been
emusated.

Weizenbaum contrasts this program with a second program in
the ELIZA series which, within an apparently narrower range of
subject matter, goes much farther towards true understanding.
The program has a-very limited vocabulary (about a dozen or so
words in addition to the usual mathematical manipulators).
However, through this vocabulary it is able to learn new words
when they are defined in terms of the ones it already knows.
Whereas the DOCTOR program tried to conceal its ignorance, the
newer program asks questions when it encounters a crucial word
it doesn't know.

Although the system seems mainly desinged to understand
limited natural language input (in English) and perfom basic
mathematical calculations, its capacity for learning enabled
Weizenbaum to teach it the German equivalents of the words it
knew so that it was soon answering questions (in English) that
were asked in German.

With respect to the Doctor Program, the essential point is
that there is no semblance of semantic analysis going on in this
program. The words which the system recogniies are not attached
to any data stores or meaning matrices, but rather to a
prefabricated response. Any intelligence which the system may
appear to display is actually a reflection of the cleverness of
its author. This structural shortcoming becomes blatent when
the user turns the situation around and begins asking the DOCTOR

gquestions. Since it doesn't have any clue with respect to the

14



meaning of the input, there's really no way it can even
recognize that a question has been asked, let alone formulate an
intelligent- response.

The success of this program is like the success of a master
of slight of hand. It is a success which relies on the
gullibility of the oberver. It doesn't matter that it never
really even tries to do the things that it pretends to do, just
as long as it's fairly good at pretending.

The ELIZA program, although its potential range of discourse
available is far less than that of DOCTOR, seems to come gquite a
ways closer to understanding its world. The greatest value of
this program is that it demonstrates the ability of machines to
learn. This is certainly an essential element of any
intelligent system. We must grant that this learning occurs at
best on avery formal level and that the computer only
"understands" the German which it learned as much as it ever
understood the English that it uses. Since the only things this
program can really talk about are mathematical operations
(either in English or in German) the world which it needs to
understand is a very stripped-down, logical world the truths of
which are a priori. 1In order to establish a broader base of
understanding and learning, we would need to establish some kind
of mechanism by which the computer mighgiestablish isomorphisms
between the things which it "learns" and the world which it

perceives. Thus when it learns that a chair is something people
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sit in, it ought to be able to associate this knowledge with the

perception of at least one kind of chair in its perceived world.
As the ELIZA program demonstrates, the ability to learn and

create associations may provide an alternative to explicit

programming.
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PEJONG'S FRUMP SYSTELN

The FRUMP (Fast Reading Understanding and Memory Program)
system takes as its input the text which comes in over the
United Press International news wire. These stories are
subsequently "read" and summarized by FRUMP. ~Because of the
eﬁfectively random quality of the kinds pfvstories which are
input, there is really no way that the system can be "primed"
for this input other than through a general anticipation of the

" way in which news stories are normally written.
Whereas most previous programs "have a greater or lesser

ability to draw inferences and reason," (3) the FRUMP uses its
"understanding” of the text which it has read so far to make
specific "predictions" about what ought to come later in the
article. If FRUMP doesn't find what it is looking for, it

starts again with a different interpretation.
Actually, Dedong's use of the word "prediction" is somewhat

misleading as he uses it, although a better word is hard to
find. The FRUMP system uses a system of scripts which are
called upon when clues are found in the text indicating the
probable subject matter of the text. The "sketchy script” then
provides a list of important events to look for which are then
included in the printed summary. DeJong provides an example of
a "sketchy script", this one for demonstrations.

PREDICTED EVENT 1:
THE DEMONSTRATORS ARRIVE AT THE DEMONSTRATION

LOCATION.
PREDICTED EVENT 2:

THE DEMONSTRATORS MARCH.
PREDICTED EVENT 3:

POLICE ARRIVE ON THE SCENE.

17



PREDICTED EVENT 4:
THE DEMONSTRATORS COMMUNICATE WITH THE TARGET OF

THE DEMONSTRATION.

PREDICTED EVENT 5:

THE DEMONSTRATORS ATTACK THE TARGET OF THE

DEMONSTRATION.

PREDICTED EVENT 6:

THE DEMONSTRATORS ATTACK THE POLICE.

PREDICTED EVENT 7:

) THE POLICE ATTACCK THE DEMONSTRATORS.

PREDICTED EVENT 8:

THE POLICE ARREST THE DEMONSTRATORS. (4)

DeJong points out that the previous natural language
understanding systems kept semantic analysis portions of their
operations separate from stored information about the context of
what has already been said. The FRUMP system, however, uses
information extracted from the previous text to guide the
parsing of the current context. The current context is the
representation in memory of the previously processed text from
the article. When a prediction is substantiated, it is added to

the current context. Thus substantiated predictions can be used

for the basis of further predictions. (5)
Based on the script provided, the SUBSTANTIATOR searches

the text for certain kinds of phrases that will satisfy the
current prediction. If the prediction is substantiated then
this information increases the probability of accuracy (or
appropriateness of the script) and the system continues with the
next prediction. 1If, howeyer, the prediction is not
substantiated, then the system reassesses the sitﬁation and may

call upon another script.
There are three ways that the FRUMP system is able to call
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up a script: 1) by Explicit Reference; certain words contain
within their definition accessed by the computer the order to
‘call upon the corresponding script. For example, if the system
looks up the word "arrest" (in any of its forms), part of the
definition may be understood as the actual script which guides
the understanding of the rest of the article, 2) by Implicit
Reference; actually, another word, such as "crime", may
explicitly refer to its own script. However, because scripts
are often interactive, the crime script may contain an
activation of the arrest script, 3)Event-Induced Activation; in
this case, although the script name may not be explicitly (or
implicitly) called, the story may use words which actually
contain essentially the same menaing as the script name.
Evidently, the definitions for these words or phrases simply
contain a directive to consult the appropriate sketchy script or
are recognized as part of that definition to begin with.
Precisely how this connection is made is not made clear by
DedJong. Once a script is selected, it provides a context for
interpreting ambiguous words, or words which may have radically
different meanings depending on context in order to satisfy

predictions.(6)
The system uses syntax only to determine where in the

sentence it needs to perform semantic analysis. If it is trying
to satisfy a prediction a prediction, it will only consider the
meanings of words likely to satisfy predictions. "The semantic

predictions determine exactly which word and word sense will be
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used to build the predicted conceptual item. This way the
system doesn't need to consider the meanings of all the words it
encounters. It knows what it's looking for and where it's

likely to find it." (7) _
Although this system may by its output give an impression

of understanding, there are certain shortcomings which indicate
that a true understanding has not been achieved. First, as
DeJong himself points out, the FRUMP system cannot "understand"
situations for which it has no script. Dedong attempts to
rationalize this shortcoming by noting that even humans who are
not familiar with "what goes on in political conventions and
why, for example, will have trouble understanding a news article
about one" (8). Still, it seems. that the human would be able to
derive enough meaning from the article to ask questions about it
so that he might then construct his own sctipt to be used the
next time he reads about a political convention. The FRUMP
system has no such script for creating new scripts.

Furthermore, I would insist that no future version will be able
to adequately imitate this human ability because it involves
that mysterious ability of the self not only to create such a
script where none previously existed, but to, if need be, create
a script for creating écripts, or a script for creating scripts
for creating scripts, etc., etc.. As long as we rely on
explicit programming techniques we will not produce a machine
that can generalize in such an adaptive fashion for the levels

of such a regression are potentially infinite and the infinite

20



cannot be represented explicitly in a finite computer program of

the kind curently being written. .
In addition, since the system's processing of news stories

is dependent upon the degree of explicitness provided by the
script, the system is incapable of paying attention to facts
which might otherwise be interesting but which are not accounted

for within the script.
The predictions which DeJong attributes to the program are

actually performed by the author. The most active part the
program plays is the confirmation or refutation of those
predictions based on the kinds of words encountered in the text.

This program uses the logic of computing machinery to interface
a prewritten script with a text whcih hopefully describes a

random instantiation of that script.
Furthermore, the range of applicability of this program is

limited exclusively (by its inherent inability to create new
scripts) to newspaper accounts of events. Even eaitorials are
beyond its intellectual grasp. It would seem that if a true
understanding of the words the program reads is achieved then
something ogf the format of an editorial ought not pose any
major problem for the understanding mechanism. After all, both
are written in the same language. The very techniques which
make this such a powerful program within its domain limit it
from stepping over into other domains. The FRUMP system only
applies a template script to a given text. As there is no
adaptive provision for assembling new scripts to fit new

situations, we msut agree that although it may seem to
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understand some of what it reads, the same words combined in
different (yet still meaningful) ways may create situations
which it cannot understand. Can we call such "understanding"

intelligent?
The actual shortcomings of the program make themselves

known when it is out playing in its own yard. News items for
which FRUMP may actually have a script may conceal more
complexity than that with which the corresponding script was
designed to cope. Important or interesting facts which may make
the story unique and perhaps highly controversial may be passed
over by FRUMP. Its selection of the importance of facts is not
based on an undestanding of the story but on a prefabricated,
generic outline of what the story is probably about. We may
forgive the system for not anticipating such things, but not for

ignoring them.
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ROGER SCHANK AND THE SEARCH FOR CONCEPTUAL CONTENT

In "Findino the Concentual Content and Intention in an
Utterance in Natural Lancuace Conversation." Rooer Shank
discusses a svstem bv which he nosits that a comnuter mav
enhance its understandino »rocess b7 imitatino a human elemént
of exnectation. B¥ makinc nredictions about what mav follow
concentuall’ ociven a certain context. the machine wa’ come to
build exnectations which enable the comnuter "to discover not
onl’ the concentual content of an utterance. but also the
intention of that utterance in context."

Schank asserts that nrevious studies of orammaticalitv are
misouided as the »nroner studv with resnmect to communiction and
artificial intelliagence. he savs. is that of the meaninag which
is communicated and not (9) so much the arammaticalitv of the
coﬁmunication. Much that communicates meanino occurs outside
standard rules of orammar. Still we can derive meanina from
unarammatical utterances bv referrinc to the context in which
the7 occurred.

Schank enumerates six levels on which these exnectations
ma’ be fomulated (10). The first level on which exnectations

ma occur is the anammatical level. Based on our knowledoe of
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the lancuace. we can anticinate what nart of sneech mav
concievablv come next in an utterance. This idea is verv
similar to Douclas Hofstadter's discussion of well-formed-
formulas in his n o svstem. With a basic knowledae of the
orammar of a lancuage we can noint out strinas which. althouah
the’ ma’ incormorate lecitimate s'mbols of the lanauace. combine
them in a wa’ that is meaninaless. For Schank this imnlies that
as we read a strino (or sentence) we annlv some internalized
version of these rules as we move throuoch the strina. At each
sten we know what kinds of narts of sneech are lecal within the
s’stem. We have exnectations. Similarlv. at the concentual
level do we maintain such exnectations. Given the concentual
context of an utterance. we maintain certain exvectations
concernina what kinds of concents mav follow and make sense.
Closel -’ related to this level. but slichtlv more sonhisticated.
is an exnectation of those concents amona the sensible concents
which. oiven the emotional and situational context. are more
likel - than the others. On the conversational level. Schank
noints out that »eonle sneak to communicate. The sneaker. bv
soéakinc. imnlicitlv intends to achieve some desired effect in
the mind of his listener. Therefore we mav derive imnlicit
information about the sneaker's intentions.

Exnectations mav be formulated on a fifth level which draws
from one's constructed world model based on information
annlicable to the aiven situation derived from memorv. This

includes one's mental model of the sneaker. One mav comnare the
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sneaker's words with one's historical model of that sneaker to
construct an exnectation of how seriouslv to consider the aiven
utterance.

Schank describes a sixth level at which these exnectations
are overative. It is these exnectations which when anonlied to
one's cultural norms determine the listener's course of action.
If. as in Schank's examnle. the sneaker is seriouslv
contemnlating the execution of a muder. then there mav be
certain nreventative measures which the listener will likel+
consider as the consecuence of his exvectations.

Schank onroceeds to nresent an analoa of his method of
renresentation of concentual content carried within a natural
lancuaace utterance (1l1). For Schank. the meanina which occurs
in our minds and the lancuace we use to exnress this meanino are
clearlv distinct. Schank holds that manv different sentence
forms are canable of exnressinoc the same meanina. As he claims.
"evidence indicates that neovle cannot remember the surface
forms of sentences and onlv remember their meaninas" (12).
Schank insists that the meanina which is common to the man-
alternative sentence forms is exnressed in the wmind in onlv one
form. Therefore. the nresent section of his mnamer deals with
reducino the innut text to a universal form which would look the
same no matter what anv narticular version of the vast number of
nossible sentece formations from which it was derived looked
like. He calls this method "Concentual Denendencv" (13).

In this method. the realtionshins within an ttterance are
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exnressed bv a svstem of arrows which seem to have a orammar of
their own. In this wav. a sentence comes to look more like a
man or diaagram. The kind of arrow used denends on the kind of
relationshin it needs to exoress.

In orocessina the innut. the comouter first scans the
sentence for a verb. When it finds one. it classifies it
accordina to the kind of action it renmresents. Each kind of
action will reoguire certain other kinds of words to nrovide a
meaninoful context. The identification of the verb then onens
un a list of the kinds of contextual suonort words which need to
be found in the text. The hardest nart. of course. is findina
the verb. This is done throuoch a svntactic narse. Mainlw
throush a orocess of elimination. all words that can't be verbs
are found and the verb is ninnointed based on arammatical
relationshins dictated bv these other words (14).

Once the verb is established. the sv’stem establishes what
Schank calls "Actor <-> Actcombinations " (15). The avnnronriate
tvnes of words are searched for in order to establish who is
doinc what to whomever or whatever. When candidates are found.
thev are tested acainst the "Verb-Act dictionar /"™ to determine
whether the relationshin established is a nlausible one. If
it's not. it starts over. 1If it is nlausible. it is included in
the network which will be the araohic reoresentation of the
meanina of the sentence.

Once the act is determined. it serves as a set of

nredictions about what is hanovenina in the rest of the sentece.
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and directs the subsequent varsing of the sentence. At this
voint, the work is essentiallv a matter of filling in the
blanks.

According to Schank, the next steo in understanding is that
of "extractina the oresuoposed information imolicit in an
utterance". (16) Most of the meaning that is imolicit can be
made exolicit through an aoveal to the contextual meanings of
the words which are used. Schank uses the example, "I like
books." To the computer, this makes no sense at first because
the categorv of things to be liked eéﬁudes inanimate obiects.
What is implicit here is that the sveaker likes what it is that
he can do with the inanimate obiects. So the computer looks uo
"books"™ and finds that it is one of a class of things desiagned
expnlicitlv to be read bv humans. When the computer returns to
the sentence, it does find a human present which is conceotuallv
cavable of maintaining the aporooriate relationshio of reading
books. The comouter then understands that it is the reading of
these books which "I" likes. (17)

Words mav have implicit meaning within the context of their
utterance. But the utterance mav also have imolicit meaning
within the broader context of the social and geograohical
environment in which it is uttered. Therefore, an utterance
must be analvsed with respect to the intentions of the sveaker
whithin his social context. Using the same graphic
reoresentation svstem, Schank is able to attach the consequences

of actions to their meanings, thus providing a glimose at
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possible or likelv reasons for the actions. Thus all actions
include as vart of their definitions their universal
consequences, such as satiation for the verb of nutritional
consumotion. Bv matching the consequences of the acts discussed
within an utterance with the relevant elements of the social
context, we mav understand the implications of the utterance
within its context.

Schank does not orovide anv examoles of the results of such
programming techniques. Judging bv what he does talk about, the
svstem would be designed mainlv for answering questions about
inout text. Perhaos even making oredictions about what will
haopen in a text before all the text is inout.

Schank continuallv refers to his method as one of
representing meaning "non-linquisticallv." However, his method
utilizes words and logical onerators. These svmbols are
assigned meaning not bv the comouter but bv the humans who studv
them. As these svmbols onlv assume meaning as the result of an
isomorohism established between these words and the real world,
all svmbols become linguistic bv the verv virtue of their
utilization bv the svstem. Furthermore, it is not likelv that
anv svstem would be cavable of manioulating pure meaning
elements in the absence of words or other linguistic, svmbolic
devices. The svstem mav be able to reduce words (or exoand
them) and manioulate them in wavs which would seem to human
observers to indicate understanding, but unless the svstem is

cavable of establishing the same (or similar) isomorohisms as
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those established bv humans, we must not consent to an assertion

of artificial understanding.
Such a view assumes that the encoder has direct access to

the structure of realitv. It assumes further that languagein
some wav captures a completelv isomorohic relationshio with
realitv. However, it mav be arqued that as realitv is onlv
accessed indirectlv through sense impressions that langquage can
onlv be isomorohic to these impressions and not realitv itself.
Furthermore, I would hold that in fact lanquage helos shape
these sense impressions. It divides them uo into units and
entities whoselingquistic svmbolizations mav be mentallv
manioulated inwavs unavailable to the linquisticallv deporived.
Schank asmes there is onlv one realitv to be represented and
that hece all language must contain analoques of some of its
strucure. But as such a realitv is inherentlv inaccessable
tous, we must entertain the vossibilitv of an infinite numberof
realities, some of which are verceived through a coniunction of

language and a versonal ovoint of view.
The oresent svstem works onlv on input text. Thus, all

meanings are orefabricated for the svstem's consumption. This
svstem manionulates the orefabricated meanings which are stored
in memorv. But as these meanings are not matched to anv elements
of the outside world, we mav conceive of this svstem being able
to manioulate words in wavs which we might interoret as
indicative of an understading but which, in their isolation from
realitv, do not in the memorv of the comouter share anv

corresmondence with the outside world in such a wav as to
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provide the computer with anv intellectual abilities
commensurate with the demonstrative manivulation of elements of
the ohvsical world such as we might exvect from an intelligent

svstem,
I would hold that unless anv svstem is cavable of creating

its own meaning in a situation (i.e., aoplving words to events
and situations in the outside world) then it is incavable of
trulv understanding anv text in a wav comparable to humans.
Understanding ought to require the establishment of isomorvhism
'between the svmbolism of whatever "lanquage" it uses and the
corresponding elements of the real world. Therefore, comouter
understanding requires that the machine be endowed with the

abilitv to interact with its phvsical environment, as do humans.
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WINOGRAD'S BLOCK-HEAD COMPUTER

Terrv Winograd re-iects the notion of achieving machine
understanding bv concentrating on svntactic structures at the
exvense of semantic structures. He maintains that much of what
haovens in language is the result of both an intelligent soeaker
and hearers communicating in a setting. He stresses the
imoortance of the setting which includes not onlv the context of
the communication situation, but the models which each of the
varticivants maintains of each other and their immediate
environment.

Recognizing the impossibilitv of duvplicating the
world-knowledge which normal human oarticivants bring to a
dialogue, Winograd created a micro-world about which his program
could have extensive familiaritv. Within the context of this
world, Winograd developoed a onrogram that could carrv on a
conversation in natural English and demonstrate its
understanding bv manioulating the three~dimensional geometric
forms which pooulated the computer's micro-world. Bv limiting
the scooe of the world about which the computer needs to be
knowledgeable, Winograd was able to concentrate on the oroblems
of natural-language understanding.

According to Winograd, there are three main domains within

the brogram; "There is a svntactic parser which works within a
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large-scale grammar of English; there is a collection of
semantic routines that embodv the kind of knowledge needed to
interoret the meanings of words and structures; and there is a
cognitive deductive syvstem for explorina the cosequences of
facts, making plans to carrv out commands and finding the
answers to questions. There is also a comparativelv simole set
of oroqrams fbr generating approoriate English resvonses. 1In
designing these vieces, the main emphasis was on the interaction
of the three domains." (18)

The three main areas of the program do not overate
sequentiallv, first varsing the input, then analvsing this for
meaning, translating the meaning into a procedural orogram and
then generating resvonses to questions. Instead, all the areas
interact constantlv. "As soon as a pviece of svntactic orogram
is called to see whether it might make sense, and the resultant
answer can direct the parsing. 1In deciding whether it makes
sense, the semantic routine mav call deductive orocesses and ask
questions about the real world" (19)

The svstem keevns track of what has gone on before, and so
when fiquring the answers to questions checks to see if the user
alreadv knows the answer. If he does, then chances are that the
comptuer misunderstood the question and so goes back and
refigures what mav be meant. Also, the program mav offer
information that isn't svecificallv asked for if it seemé that
such information is relevant.

Winograd's orogram is perhaps the most imoressive attemot
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at machine understanding to date. It has demonstrated its
abilitv to understand natural language inout through its
manioulations of the block-world. What this means is that, for
all oractical purposes, it has constructed isomorohic
relationships between its communicative language and that domain
which it considers to be the "real world." When we talk to it
about a big red block or a small green ovramid, it can
demonstrate that it reallv does know what those words mean
(rather than -ust blindlv oprocessing them) bv pointing out and
manioulating the corresponding realities.

Or does it? Because the block-world exists onlv on the
screen (or in the memorv banks) we might consider this
oarticular‘world to be something of a mental construct
maintained bv the comouter. Because this world exists
fundamentallv as descriotions_withinq the orogram's data banks,
it mav in fact feign understanding. The orogram is, in effect,
omniscient about its world because the totalitv of that world
exists within its programming. It does not need to trv to
understand; all oroblems mav be resolved through an aoppeal to

the svstem's logic functions.
Although it is cavable of manioulating structures whose

svmbolizations it also manioulates linguisticallv, these
Structures exist inside the computer - not outside. Thsvstem
mav demonstrate the abilitv to learn but it still lacks the more
difficult abilitv of matchinq its words to structures which it
verceives to exist outside of itself. Were this svstem cavable

of the same verformance with respect to the actual phvsical
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universe, then we could consider it intelligent. Still, we must
grant that the svstem's abilitv to orocess natural language
inout and generate avorooriate resvonses based on some realitv
is certainlv an imoressive‘advance in artificial intelligence
research. It is likelv that the model world which it maintains
in its memorv will orove crucial to an eventual understanding of

a more concrete realitv.
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PART IITI:

SOME PHILOSOPHICAL CONCERNS IN ARTIFICIAL INTELLIGENCE

WHAT IS TO BE DONE?

It seems that, in order to avoid the problems of interacting
with the infinite environment that is the real, ohvysical world,
researchers have concentrated their efforts lnstead on
understasding a written text which is in some wav depmendent uoon
'the reél world. Those who write these texts vresuopose a
familiaritv with or understanding of the real'ﬁorld on the
reader's part. How then can we expect a machine to understand a

written text before it can understand its ohvsical environment?

In all orevious Artificial Intelligence research, the
greatest obstacle to an authentic understanding of a written
text, which is the inabilitv of the machine to establish and
manioulate isomorohism between the elements of the tovic of
discourse and the corresvonding events and things in the
verceived world is its lack of access to sensorv input
mechanisms which themselves must be seen as necessarv but not
sufficient for machine understanding. Robotic techniques, the
specifics of which are bevond the scooe of this vpaver, must be

combined with specific orogramming methods. I shall trv to
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suggest some of the basic structural elements of such
nrogramming in what is to follow. If I mav repeat mvself, "What
is needed is not simplv an understanding of the meaning of a
text, but an understanding of that text as a text. The machine
must understand the text in relation to the machine itself" -

(19).
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ALAN TURING AND THE TURING TEST

During the 1930's, Alan Turing was concerned with whether or not
it would be vossible to build a machine that was cavable of
comouting all the obprovositions within mathematics which were
oreviouslv accented as true and recognizing which ones were

undecidable. He ultimatelv concluded that such a machine could

never exist, that the notion was self contradictorv, or, in

other words, that the svstem of mnathematics could never be
completelv formalized. Mathematics must, in princiole, remain
incomplete. His proof will orove useful to our situation, as
the abilitv to recoqnize undecidable vrovositions is at the core
of the oroblem of artificial intelligence. Mv argument will
rarallel his.

Let us suppose that for each machine man can build there is
1 corresponding number, much like a Godel number, which encodes
lot onlv the machine's identitv,.but its function as well.
luring hvoothesized a machine whose function would be to read
he, I'1ll call it the "Turing Number," of anv machine and
ubsequentlv adoot the function of that machine. It must be
ecalled that Turing had this idea before computers had been
nvented. In fact, his olan for a Turing Machine had been

tjected bv researchers in favor of what we now know as
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comouters. In anv event, a comouter program is to a comouter
much as this Turing Number would be to a Universal Turing
Machine. Now the twist which Turing offered to this idea was to
feed the machine its own number. |

Turing supposed that his special, "intelligent" program
would be one designed to read anv other oprogram for anv other
machine and execute it.

Since whatever happens within the "mind" of the computer is
specified within its orogramming, the crvstalization of
Artificial Intelligence, the abilitv to recognize undecidable
provositions, to understand them as such, and jump out of an
infinite regress, would have to be encoded withing the computer
program or sequence of commands.

Now, if we should decide to let our intelligent orogram
"contemplate" (run -within its own running) "itself" (its own
orogram), it ought to, in some sense, achieve an understanding
of what its own program is -- what it does ~- its identitv.
Humans have a difficult time doing this, but what would haoppen
if a computer tried? Since this event would have to occur
within the structure of the svstem's orogram, we should be able
to imagine something of the general avpearance of what would
havpoen.

We have a computer which is being told, in-essence, to READ
AND IMITATE THE FOLLOWING PROGRAM, which is (READ AND IMITATE
THE FOLLOWING PROGRAM: (READ AND IMITATE.... The svstem gets

caught in an infinite regression which is marked (or rather, not
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marked) bv the absence of closing varentheses which would return
control to the next line of instruction in the oprevious level
and ultimatelv in the original orogram. However, since it ié
continuallv being referred back upon itself, it is incavable of
reaching such a voint.

Humans are cavable of extracting a crvstal of meaning from
this oprocedure which is something more than the simple meaning
of the instruction to READ AND IMITATE... We understand the
verv fact that such an enterorise is, in such a situation, an
infinite regression. It is this abilitv which we wish to
caoture and incorvorate into what would be an intelligent
svstem.

The oroblem is that even efforts to tack a recognition
clause onto the orogram are doomed to lead to an infinite
regression for the-recognition clause would need to include the
encoding of the identitv of the program which in turn would
include the recognition clause which would include the identitv
clause and so on.

Anv device that would recognize an undecidable provosition
would have to overate external to and indevendent of the entire
program which is engaged bv the undecidable vroposition.
Therefore, Artificial Intelligence cannot be achieved using the
current technologv of discreet state devices which read computer
programs. Either a change must occur in the verv nature of the
hardware, or we must consider alternative methods of

"programming."”
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In 1950, Alan Turing develoned what has come to be known as
the "Turing Test." His criterion for ijudging artificial
intelligence was verv simole. He would place a man and a
computer in separate rooms, each room being linked with a third
room in which a judge or judges sat with a teletvoe. The onlv
means of communication between the three rooms would be the
teletvpe, and the 4{udges would not know in which room sat the
man nor in which room was the computer. It would be the task of
the -judges to ask questions of each subiject and, judging bv the
resoonses received, determine the identitv of the occupant of
each room. If the computer could fool the -judges then it would
be, as far as Turing was concerned, intelligent. And that was
it.

Although his test made no explicit references to anv
criteria which he might have suooosed to be necessarv for
intelligence, it was made imolicit within the structure of the
test that anvthing which might be essential for intelligence
would oresent itself in the course of the test. If the computer
could not fool the judge into thinking it was human then it
failed.

The test has been criticized by those who feel that the
test is not one of intelligence by of how well a computer can
imitate a human. Thev emphasize that a comouter which is not
trulv intelligent but which is verv good at imitating human
responses might vass the test. Although this seems in principle

to be possible, considering the nature of the problems which
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have plagued researchers since Turing invented the test, I would
hold that such a scenario is highlv unlikelv. The test is loose
enough and has the votential for covering such a broad range of
subiject matter that any imitating svstem would break down were
it not also trulv intelligent. On the other hand, the -djudges
mav not be smart enough to tell the difference but this is not
an in orinciole fault of the test.

It mav be interesting to note that the initial criticism
implies an even more likelv flaw in the test. It cannot be
denied that the test does indeed onlv test the computer's
abilitv to imitate being human. This is the goal of the
computer in taking the test. It is entirelv likelv that a
different form of intelligence, although trulv intelligent,
might fail the Turing Test because it was no good at plaving
human. However, such failure must not be construed as an iron
clad indication of a lack of intelligence. The Turing Test
devends, to a large extent, upon an intelligence's access to
real world knowlege. A comouter which lacks comolete world
knowlege, or a least knowlege comparable to that of a normal man
(within the cultural context of the Judge) would likelv fail the
test even though it mav possess an acute degree of intelligence.
Real world knowlege and intelligence are not the same thing.

We mav rearrange the situation bv substituting in the role
of the computer another, non-human form of intelligence. One
which is obviouslv non-human and which we know to be highlyv

intelligent is the dolphin. If we assume for our new situation
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the existence of an automatic translating device so that the
dolohin might hear the questions in its own language and be able
to deliver its resoonses in English through the teletvoe, it is
not entirelv certain that even the dolohin would pass the test,
although studies of dolohin brains have indicated that thev mav
be even more intelligent than humans. The dolvhin has no (or
extremelv little) exverience with the world of men. The world
of the dolvhins has verv little intersection with the world of
men.

If we intend to recognize the intelligence of the dolohin,
and the evidence suggests that we should, then we must test
machines for the orocesses and abilities which those
intelliegences of which we are aware exhibit. We should not
mistake a large store of data about the world of men or the
possession of scriots about situations in that world for those
asonects of intélliqence which gave rise to such a world in the
first olace. Intelligence seems to be more of a potential for
acquiring knowledge and manioulatic it in the right wavs than a
simole vossession of or access to large quantities of data.

The reason we would want a dolohin to vass an intelligence
test is not because of anv degree of familiaritv he has with the
world of men but because the dolohin exhibits the potetial for
understanding something about certain asvects of that world more
so than a dog or cat, (creatures which certainlv have much more
familiaritv with our world but which obviouslv lack the

intelligence to understand it).
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Although the goal of the computer in taking the Turing Test
is to fool the 3Judges, the good thing about the test is that
toward this goal, the test is ooen. The Judges need not
restrict themselves to these svecies-specific kinds of questions
and are free to develop questions and situations which thev feel

are actuallv genuine tests of intelligence.
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OBJECTIVITY AND SUBJECTIVITY: THE BOUNDARIES OF THE SELF

One aspect of human personalitv which we would not normallv
exvect a comouter to exhibit is emotion. But what is the
connection between emotion and that aspect of understanding
which so far eludes Artificial Intelligence research?

According to Robert Solomon, it is emotion which assigns
meaning to the relationships between the self and the oveopnle and
things which the self encounters in the world. Thev are an
expression of teh value of the difference between the self and
the world and between the self and one's ideal self. Savs
Solomon, "Everv emotion is an act of self-creation" (20), and,
"In constitution .ourselves, we constitute each other and our
relationshipns with each other, which in turn define us" (21).

Emotions, now, seem to plav a crucial role in intelligence.

In defining the self with resvect to the worls, emotions create
meaning for the things which the self encounters in the world.
This is one thing which so far comouters cannot do -- create
meaning.

So far, Artificial Intelligence research has concentrated
on the comprehension of prefabricated meanings. But now we must
ask, "Is it likelv that a machine which is incavable of creating
its own meaning for the things in the world will be capable of

sufficientlv understanding meaning given to it bv someone who 1is
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cavable of such creation?"

Much of undérstandinq, for example, the actions of another
intelligent human, requires that the understander varticivate in
the process of verstehen -- that he out himself in the shoes, so
to spveak, of the other verson whose actions he is trving to

understand.

When we speak of '"understanding', it is never in isolation.
Understanding may only be contemplated within the context of an
object of understanding and a subject who engages in understanding
that object. In considering ''understanding' then, we cannot con-
fuse it with other things which are purely objective or subjective.
It is rather an intermeshing of objective reality with subjective
reality.

Understanding is closely tied with meaning and the debate on
the location of meaning is far from resolved. But if we exclude
textual material and concentrate on finding meaning in the things
and events of one's everyday world, we must agree that as there is
often no discernable intent in nature, any meaning which is percieved
cannot be totally objective. But neither can it be totally subjective
as it is rather spawned from the interaction of the observer with.
his environment.

In this sense, understanding is inherently never objective
or subjective to the exclusion of the alternative. Ve could say
that in its infinity, nature contains the referent of all possible
meaning, that meaning is as infinite as nature itself. But the way
we normally use the term "meaning' is more subjective. leaning is
always held relative to oneself. It does not exist in and of itself

but is the product of the relationship between subject and object.
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Conversely, meaning is always rooted in the objective world

- it is things and events which are said to hold meaning for us.
Because of this dual nature of both meaning and understanding,
we can not aovproach them as obijective ovhenomena. In considering
"understanding” we must sumultaneouslv consider both its
subiective and obijective implicants.

We cannot avoid the realization that understanding is a
phenomenon which is both subijective and obijective.

Understanding is actuallv a bvoroduct of this verv dichotomv.
Where there are no obijects, there could be no subiects (and vice
versa) as these are relative terms. Thus the verv oossibility
of subijectivitv implies the contingent necessitv of objectivitv
and this fact imolies the reverse.

Understanding is contingent uoon this dialectic. But if
Subiectivitv implies Objectivitv, and Objectivitv imolies
Subjectivitv, then in some sense the two must be equivalent.
This is not to sav that a subject must be equated with its
obiéct, put rather that the terms of subjectvitv and obiectivity

denote different aspects of the same relationshio. The

.foundation of this relationshio, the definition of the limits of

the self, is crucial to an unerstanding of the world but,

relative to the vpossibilitv of anv inherent status or qualities

of these subjective and ob-jective elements of the world, this
relationshio of subijectivitv and obiectivity is totallv
arbitrarv. Subijectivtv and obiectivitv are not inherent
oroperties of elements of the real world, but ratheer thev are

relational poverties induced bv the presence of awareness.
The self eniovs a unigue status within the dichotomv of
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objectivitv and subijectivitv as it is capable of adooting both
aspects simultaneouslv, as it ought for the reader at this
moment (at once it mav be both the obiject and the subiect
(agent) of understanding). In considering the self, one shifts
the tables so to speak and makes something which is normallv the
agent of understanding the obiject. At the same time, one
attemps to defv this transition bv maintaining one's subiective
role as the agent of understanding. The self, then, is
something which seems naturallv to ignore the dread dichotomv.
How well it does so might best be guaged, however, bv the self's
abilitv to understand itself.

Even as it can conceive of its obijectivitv, the self cannot
escaoe its subijectivity if it desires to achieve understanding.
When it realizes that both obijectivitv and subdjectivitv are
arbitrarv it is faced with an even more striking gquestion; 1Is
there a true nature of realitv and if so, what is the
relationshio of the self to that realitv? Or, to out it another
wav, if the self as a subjective unit is onlv relative then is
the self real at all? Are there more fundamental grounds which
define selfhood?

Perhaps a oractical discussion of one of the unique
functions of self-hood mav bring us closer to the point. It is
the verv elusive nature of the self which enables it to stand
outside of its own activitv. It is the unique provertv of the
self tﬁat it can consider itself both obijectivelv and

subiectivelyv that enables it to step outside of something like
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an infinite regression and recognize not simolv the facticitv of
the infinite nature of this regression but to interoret the
meaning of this fact with resvect to itself and the value of its
time and labor against the value votentiallv (or impotentiallv)
derivable from such an infinite enterorize. It is oreciselv
this elusive nature of the self which orovides it with the
abilitv to recognize that continued oursuit of an undecidable
provosition is a waste of time. And this is the kev to
intelligence which is sought. We could not reasonablv call
anvthing intelligent which was not cavable of this realization.

Now what is the self that naturallv exists outside the
dichotomy of our evervdav existence and vet uses this dichotomvy,
even though it is onlv arbitrarv, to understand its world? If
the obijectivity of the world is not itself an obfjective provertv
of that world, and furthermore, if we have not access to
anvthing which mav be an objective provert of that world, then
it is ullusorv to believe that wht we ever do understand is
realitv itself. But if what we perceive as the obiective world
is illusorv then all attemots at creating machines which mav
share such mistaken impressions (or come uo with entirelv new,
vet still mistaken impressions of its own) seems a little off
base.

Now, if emotion is an evaluation which defines the self and
the world, then it would seem that that which it is a
recognition of or an assignment of must stand outside both of

these. If it is that which defines both subiject and obiject it
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cannot be contained by either class. We cannot assign qualitv
to an object, and we cannot recognize qualitv in an obiect; but
rather, qualitv, as Robert Pirsig, in Zen and the Art of
Motorcvcle Maintenance savs, is the relationshio of the subiect
with an object. Objects have no quality until thev are
recognized bv a subiject. The emotion we experience, then, must
be a reaction to this recognition of an obiject. "The verv
existence of subject and obiject themselves is deduced from the
Qualitv event. The Qualitv event is the cause of the subijects
and obijects which are then mistakenlv presumed to be the cause
of Qualitv!" (22). Later, he savs:

At the cutting edge of time before an obfect can
be distinquished, there most be a kind of non-
intellectual awareness, which he (Phaedrus) called
awareness of Qualitv. You can't be aware that vou've
seen a tree until after vou've seen the tree, and
between the instant of vision and the instant of
awareness there must be a time lag...

Realitv is alwavs the moment of vision before the
intellectualization takes place. There is no other
realitv. This oreintellectual realitv is what
Phaedrus felt he had proverly identified as Qualitv.
Since all intellectuallyv identifiable things emerge
from this oreintellectual realitv, Qualitv is the
parent, the source of all subijects and objects. (23)

Our recognition of things in the world as specific things
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in the world is an objective interpretation of the perceotion of‘
Qualitv. Our emotional reactions to those obijects are our
subjective interoretations of Qualitv. Once we are aware of
things in the world, a distinction has been made. The result of
this distinction is one form of meaning.

But if Qualitv is the true realitv, then anv mechanism
which can perceive things in the world can overceive Qualitv.
Even if anv svstem were cavable of perceiving Pirsig's Qualitv,
such non-distinction seems a relativelv useless function to
assign to a machine. It is the aoolication of linguistic
distinctions to this Qualitv which forms the basis for what we
normallv consider to be understanding. Therefore, it is the
svstematic avplication of linguistic "isomorohism" to the raw,
sensorv experiences resultant from a subiective relationshio
with realitv that we interoret as intelligent understanding of
the world. If it is cavable of creating a model of self then
emotions and values can be vortraved as they are with humans;
subjectivelv. It does not matter if this perspective is an
illusion; the illusion is oractical.

"aAn emotion is a basic judgement about our Selves, and our
place in the world, the oroijection of the values and
ideals...according to which we live and through which we
experience our lives” (24). The basic value we, as humans,
project onto our world is the value of life as ooposed to death.
As living organisms, we must satisfv certain prerequisites to

maintain our living status. Those things which contribute
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positivelv to such maintenance are considered to have "good"
qualitv, those which detract are considered to have "bad"

qualitv.
However, such evaluative impressions must occur at a higher

level of mental processing than that which we need to consider
at the moment. These evaluative terms, being linguistic
themselves, denote concepts which mav be learned along with a
wealth of other conceots. At ﬁhe foundation of mental
processing I anticivate a sorting of raw data in verv simpble and
highlv empvirical terms (x is greater than or equal to v, etc.).
Such basic values as mentioned earlier might then emerge from
the programming of a robot which would need to find its own
sources of energv in the world -just as we must find food.

Such a svstem, savs Pirsig, "would seek analoques, that is
images and svmbols from its previous experience, to define the
unoleasant nature of its new environment and thus 'understand'
it" (225). It is assumed here that the understanding of one's
environment as less than optimal with resvect to a desired,
possible configuration of the worl mav constitute a motivation
for the exhibition of intellgent behavior. If the divice is, on
the other hand, plugged into a never-ending source of energv, in
its isolation from the world it will find no fundamental
motivation for action. It is assumed that one driving force in
the evolution of intelligence is the relative scarciv of
species-relevant foodstuffs. The scarcer food becomes, the more
intelligent or powerful must be those who seek it. Although in

this context Pirsig was concerned with organic organisms, I
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believe that a program which emploved associative memorv
techniques and which had to find its own wav in the world and
which was endowed with this basic value svstem and the abilitv
to learn from its errors would similarlv emolov and therefore be
capable of understanding an ever increasing multitude of events.

The qualitv of mind which is sought in Artificial
Intelligence research must reside not in the programming which
constitutes its brain's capabilities (its potential) nor in
anvthing outside this votential (anvthing which can be the
obiect of the attention of this opotential) but in the
interaction between the two. 1In this sense, mind is a oroduct
of the interaction between the brain and its environment through
the agency of the bodv. Because we choose to name it, it is a
construct of the self in understanding its interaction with the
world.

The body provides the brain, or the self, with the abilitv
to change its persvective, to adoot an infinite number of
alternative persvectives, and when it learns that there are
certain aspects of things in the world which remain constant,
that is, that all things, by virtue of being things, have some
qualitv or gqualities which, by not changing as the versvective
changes, (that Qualitvy which is the identitv of the realitv; for
example, the sphere's being equidimentional) come to be known
as the identitv of those elements of realitv. When the self
realizes this it begins to associate its created meanings with

those available to it through language. Some are subijective,
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but some, like that of the sphere, are objective. It is bv
scanning and comparing such tags that metavhor is made ovossible.
In order to understand new things in its environment, the robot
compares the qualities which it does perceive with other things
in its memorv which share these qualities, perhaos as
universals, perhaos as particulars, dependant uvon the
persvective.

Further, it is this abilitv to adoot different persvectives
which will enable such a device to understand the actions and
discourse of others who are engaged in similar activities. It
mavy not understand all things completelv at first, operhaos verv
few, but it will learn.

The relationshio between learning and understanding is
complex when we consider that much of what haopens in both is a
product of the relationship between language and realitv. I
would hold that ‘although there mav be learning outside of
language, an understanding of anvthing on the level required by
the Turing Test necessitates the ability to manioulate
representations of realitv in natural language.

Language can never be entirelv isomorphic to all of realitv
because anv such instantiation would neccessitate that such a
svstem include an element which is completely isomorohic to
itself. 1In order to be isomorpvhic to all of reality, lanquage
would neccessarilv stand outside of realitv. This is clearly
impossible.

There must be more to language than isomorohism. On a more



fundamental level, language must respect logic. The supremacy
of logic venetrates the very conceot of language. If lanquage
is isomorohism, then at the foundation of language is the
assumption that once a svstem of svmbolization is adooted,
within that svstem there are orover and improper wavs of
establishing isomorphism with realitv. The essence of language
is that some combinations of symbols will be ismorvhic with some
corresvonding portion of realitv. Language assumes that there
are correct and incorrect svmbolizations injust this sense.
Prior to language then is the understanding of this basic law
which describes all of realitv and is svmbolized by everv
lanquaqe‘(bv virtue of being language). That is that X implies
not-X. 1In other words, if X is finite, then there must be some
space in which X is not. We mav assume that since we as agents
of perception have ohvsical limits (that since we in fact exist)
that all other, non-transcendental things which exist are

neccessarily finite, otherwise we could not exist in the form in

which we do.
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PART IV:CONCLUSION

By way of conclusion, I will attemot to applv some of tho
orincioles which I have develooed here to a svecification of the
kinds of robotic techniques which I believe mav be profitable in
Artificial Intelligence Research. To this end let us consider
that we must assume this orincipnle of contradiction in
interoreting the universe. Language, insofar as it implies
isomorohism, must also implv non-isomorohism. In fact, it is
the express function of language to draw such distinctions. Anv
utterance naturally divides its real-world implicants up into
that which is isomorohic and that which is not.

If all sensory input can be encoded within a svstem, the
lowest level of which uses svmbolism which is isomorphic to the
basic dichotomv of the princivle of negation (i.e. the binary
code), then anv situation could be encoded in either one of onlv
two possible wavs (as each form of the svmbolization would imply
the alternative svmbolization). Since each svmbolization
implies its alternative, onlv one need be recorded.

We can then create a second code which would be isomorophic

to the firstibv replacing reoetitious sequences of svmbols with
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a number which would correspond to the number of revetitions of
that symbol. A subnomial would retain the value of the original
set of svmbols being replaced. Such a svystem could be apolied
to an ootical information processing svstem.

The visual information contained on one such grid could
then be checked against memorv in order to see if the holistic
vattern has already been named. The basic oroblem with this is
that the higher the resolution of the grid, the higher the
number of possible grids in memorv agains which the oresent grid
must be checked.

One way around this might be to eliminate a large number of
irrelevent possibilities bv starting off the search in a low
resolution. In this wav, the highest resolution need onlv be
used in the tricky cases and grids in lower resolutions would
come to be tagged with connotations or expectations of the most
frequently accessed high resolution grid which shares the same
basic vatterns.

In communications then, understanding mav be established in
the form of an isomorohism between vpatterns (or names of
patterns) in memorv and those called uop bv the input text. Put
another way, understanding can be seen as the inout message
calling up isomorohic vatterns in memorvy which can then be
combined with other facets of meaning in a contingent,
associative, lexical memorv. Undersatanding on the former level
can be affirmed bv the positive or negative quality of

correspondence between the svmbolization created bv the comouter
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in its historv and that which is recognized as a foreign
symbolization. It can then be suoplemented through its
associative, lexical memorv.

If we can get a machine to establish a linquistic
expression on anv level which is at least vartiallv isomorohic
with the realitv it vercieves, a statement that its world is one
wav and not another, then we ought to be able to get it, on
another level, to establish ankisomorohism between its
representation of realitv and that of another partv such that we
could teach it our own language. We might then sav that it
understood our language to the same extent taht we would sav a
man understands anv language.

It seems to me that anv machine which is to exhibit
artificial intelligence would require a minimum of orogramming
as it is now understood. Rather, an intelligent machine would
be equipped most cruciallv with the cavacityv for learning and
any further orogramming would take a form similar to behavioral
conditioning until such a point at which sufficient linguistic
comprehension is exhibited so as to allow a transition to more

efficient modes of communication.
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