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A preceding study analysed how the topology of network motifs affects the overall rate of the underlying biochemical processes. Surprisingly, it was shown that topologically non-isomorphic motifs can still be isodynamic in the sense that they exhibit the exact same performance rate. Because of the high prevalence of feed-forward functional modules in biological networks, one may hypothesize that evolution tends to favour motifs with faster dynamics. As a step towards ranking the efficiency of feed-forward network motifs, we use a linear flow model to prove theorems establishing that certain classes of motifs are isodynamic.
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1. Introduction

Biological research has been rapidly changing since the release of whole genome sequences. One of the central changes is a growing effort to study living systems as intact, integrated systems, thus giving rise to systems biology. Within the realm of systems biology, concurrent development of experimental and computational techniques has occurred. Experimental techniques primarily focus on quantitative measurements of system components whereas computational techniques provide an analytical framework for studying network properties and function. Studies on biological networks have resulted in many findings, including a general description of how biological networks are organized as scale-free networks \([4,5,14]\) and specifically how different network motifs function \([1,2,16,23]\) within this framework.
When studying biological networks in terms of functional subunits, it has been found that there are specific network motifs that are highly prevalent across different organisms. Specifically, feed-forward loops have been shown to be the single most commonly occurring network motif \cite{15,20,22,24,30} in biological systems. The structure of feed-forward loops can be found at all levels of biological systems including metabolic networks, transcriptional regulatory networks, and signalling networks. Feed-forward loops have also been studied within the context of different cellular processes \cite{8,10,19,25}, due to the basic structure of propagating signals, and the overall dynamics of processes \cite{12,26–28,31}.

The identification and classification of biological network structures and motifs may play an important role in studying and understanding biology. The functionality of a biological system stems from both the attributes of individual components and also how these components are connected or interact with each other. The characterization of individual component functionality has a strong history in biological research whereas connectivity or interaction effects are largely still being determined. Thus, it is important to identify biological network motifs and also to have an analytical framework to characterize how the connectivity of a motif contributes to function.

This study stems from a previous work \cite{3}, in which cellular automata \cite{3,6,9,17,18,29} and ordinary differential equation (ODE) modelling were applied to the search for network motif topologies that accelerate the overall biochemical process. The surprising finding that different network structures can lead to similar, isodynamic behaviour \cite{3}, presented a mathematical framework for characterizing the dynamic behaviour of feed-forward loops. In the present study, as a first step toward ranking the overall conversion speeds of various biochemical motifs, differential equation modelling is used to classify different network topologies that demonstrate isodynamic behaviour into equivalence classes. Due to the prevalence of feed-forward motifs in biological systems, this work provides a mathematical basis for understanding many cellular processes and can be viewed as a demonstration of the need to develop mathematical interpretations of biological motifs.

### 2. Modelling the motif dynamics with ODEs

A network motif is a subgraph \cite{11,13} which is considerably more abundant in the network of interest than in the randomized network having the same size and vertex degree distribution. Given a feed-forward motif such as the one in Figure 1, corresponding to each vertex is a chemical species whose concentration we must track. In a slight abuse of notation, we shall identify each vertex label with the concentration of the species to which the vertex corresponds. We use systems of ODEs to model changes in concentrations. Instead of attempting a careful description of any nonlinear interactions between the various species, we assume that changes in concentrations are simply obtained by taking the difference between the flow into a vertex and the flow out of a vertex. In a previous study, we demonstrated that such linear models perform surprisingly well.

![Figure 1. Example of a feed-forward motif with four vertices and four edges, explaining the notation used in the linear differential equations.](image-url)
in predicting motif dynamics relative to standard nonlinear models (see Figure 6 in [3]). Among motifs classified as isodynamic by the linear model, the nonlinear model (Michaelis–Menten type) agrees that such motifs exhibit generally close performance times.

For example, the feed-forward motif in Figure 1 would give rise to a system of four ODEs

\[
\begin{align*}
\frac{dS}{dt} &= -k_{S1}S, \\
\frac{dI_1}{dt} &= k_{S1}S - (k_{12} + k_{1T})I_1, \\
\frac{dI_2}{dt} &= k_{12}I_1 - k_{2T}I_2, \\
\frac{dT}{dt} &= k_{1T}I_1 + k_{2T}I_2,
\end{align*}
\]

where \(k_{S1}, k_{12}, k_{1T}, \) and \(k_{2T}\) are rate constants associated with the four processes indicated by directed edges.

In matrix notation, this system can be written \(\dot{x} = Ax\) where \(x\) denotes the transpose of the vector \([S, I_1, I_2, T]\) of unknowns, and

\[
A = \begin{bmatrix}
-k_{S1} & 0 & 0 & 0 \\
k_{S1} & -k_{12} - k_{1T} & 0 & 0 \\
0 & k_{12} & -k_{2T} & 0 \\
0 & k_{1T} & k_{2T} & 0
\end{bmatrix}
\]

is the coefficient matrix. Observe that all columns sum to zero, a consequence of conservation of mass. Moreover, the rightmost column contains only zeros since the (T)arget vertex has outdegree zero.

The solution of the above linear, constant-coefficient system is given by \(x(t) = e^{tA}x(0)\), where \(e^{tA}\) is the usual matrix exponential of \(A\) and \(x(0)\) is a vector of initial concentrations of the four species involved in this reaction process.

**Isodynamic motifs**: Suppose that we wish to compare the dynamics of two non-isomorphic feed-forward motifs on \(n\) vertices, \(V_1, V_2, \ldots, V_n\). In order to establish a fair basis of comparison for the performance of the two motifs, we invoke the following assumptions. First, since our primary objective is to track each motifs’ progress toward producing its target product(s), we must assume that the two motifs have the same number of target vertices (sinks). Second, we must assume that both motifs start from the same initial conditions. Finally, we shall assume idealized reactions in which each process occurs at the same rate – i.e., all rate constants are equal and, without loss of generality, can be chosen to be 1. This assumption of uniform rate constants allows our analysis to focus on the specific effect of network topology on dynamic behaviour.

Our primary emphasis is on motifs with precisely one source vertex and one target vertex, in which case we shall write \(S = V_1\) and \(T = V_n\). Given a set of initial conditions, we can determine which motif is ‘faster’ by solving two systems of ODEs and comparing the rates at which the (T)arget product is accumulated for each network. More exactly, suppose that \(A\) and \(B\) denote the coefficient matrices associated with the two systems of ODEs, and let \(x_A(t)\) and \(x_B(t)\) denote the solutions of the systems for the given set of initial conditions. The last entries in these vectors are, \(T_A(t)\) and \(T_B(t)\), formulas for the target product species for the two networks. Following [3], one may compare the speeds of the two networks by specifying some desired threshold level of conversion, say \(T_{\text{thr}}\), and solving the equations \(T_A(t) = T_{\text{thr}}\) and \(T_B(t) = T_{\text{thr}}\) for \(t\).

In what follows, we shall concern ourselves with networks which exhibit exactly the same performance, working under our foregoing assumptions. We say that two networks with associated
coefficient matrices $A$ and $B$ are isodynamic if $T_A(t) = T_B(t)$ for all $t$, independent of the choice of initial conditions. The remainder of this paper is devoted to identifying classes of isodynamic networks.

3. Classes of isodynamic motifs

In this section, we identify two classes of isodynamic motifs and provide mathematical proof for the existence of isodynamicity. First, we consider those motifs whose target vertices have maximal indegree (see Figure 2). Then, we analyse a special class of networks known as biparallel motifs.

3.1. Target vertices with maximal indegree

THEOREM 3.1 Consider the family of feed-forward motifs on $n$ vertices with a single target vertex. Then all motifs for which the indegree of the target vertex is $(n - 1)$ are isodynamic.

Proof As in the previous section, let $V_1(t), V_2(t), \ldots, V_n(t) = T(t)$ denote the concentrations of the $n$ species involved in our biochemical reaction network. We remark that $T(t)$ is the concentration of the target species and $V_1(t)$ corresponds to a source species. The system of ODEs governing the dynamics of the network can be written as $x'(t) = Ax(t)$, where $A$ is a coefficient matrix and $x$ is the vector

$$x(t) = \begin{bmatrix} V_1(t) \\ V_2(t) \\ \vdots \\ V_{n-1}(t) \\ T(t) \end{bmatrix}.$$ 

(1)

Since the solution of this system is given by $x(t) = \exp(tA)x(0)$, it suffices to prove that the last row of the matrix $\exp(tA)$ is the same for all motifs for which the indegree of the (T)arget vertex is $(n - 1)$. To do so, we make several observations about the structure of $A$:

Observation 1: Since the outdegree of the target vertex is zero, the last column of $A$ consists only of zeros.

Observation 2: Since the indegree of the target vertex is $(n - 1)$, all other vertices must have an edge directed toward the target vertex. Hence, the last row of $A$ is $[1, 1, 1, \ldots, 1, 1, 0]$.

Observation 3: Since we are dealing with a feed-forward motif, it is possible to order the vertices in such a way that there are no directed edges $V_j \rightarrow V_k$ if $j > k$. Hence, the $(n - 1) \times (n - 1)$ matrix $L$ formed by excluding the last row and column of $A$ will be lower triangular.

Observation 4: Since a directed edge $\overrightarrow{V_jV_k}$ contributes 1 to the outdegree of $V_j$ and 1 to the indegree of $V_k$, each column of $A$ must sum to 0.
From the first three observations, the matrix \( A \) has block structure
\[
A = \begin{bmatrix}
\mathbf{L} & 0 \\
1 & 1 & \cdots & 1 & 0
\end{bmatrix}.
\]

Squaring \( A \) yields
\[
A^2 = \begin{bmatrix}
\mathbf{L}^2 & 0 \\
[1, 1, \ldots, 1] & 0
\end{bmatrix}.
\]

Note that the product \([1, 1, \ldots, 1]\mathbf{L}\) is a row vector whose entries are the sums of the columns of \( \mathbf{L} \). By Observation 4, the columns of \( \mathbf{L} \) must sum to \(-1\), which implies that
\[
A^2 = \begin{bmatrix}
\mathbf{L}^2 & 0 \\
-1 & -1 & \cdots & -1 & 0
\end{bmatrix}.
\]

Straightforward induction shows that
\[
A^m = \begin{bmatrix}
\mathbf{L}^m & 0 \\
(-1)^{m+1} & (-1)^{m+1} & \cdots & (-1)^{m+1} & 0
\end{bmatrix}.
\]

Finally, since
\[
e^{tA} = \sum_{m=0}^{\infty} \frac{(tA)^m}{m!},
\]
we find that the first \((n-1)\) entries of the last row are given by
\[
\sum_{m=1}^{\infty} \frac{(-1)^{m+1} t^m}{m!} = -\sum_{m=1}^{\infty} \frac{(-t)^m}{m!} = 1 - \sum_{m=0}^{\infty} \frac{(-t)^m}{m!} = 1 - e^{-t},
\]
and the last entry is simply 1. Thus, the last row of \( e^{tA} \) is
\[
[1 - e^{-t}, 1 - e^{-t}, \ldots, 1 - e^{-t}, 1],
\]
which is independent of the precise form of \( \mathbf{L} \). Taking the inner product of this vector with the vector of initial conditions yields a formula for \( T(t) \).

Theorem 3.1 is easily extended to motifs with multiple target vertices.

**Theorem 3.2** Suppose \( 1 < k < n \) and consider the family of feed-forward motifs on \( n \) vertices with precisely \( k \) target vertices. Then all motifs for which the indegrees of the target vertices are \((n - k)\) are pairwise isodynamic.
Proof  Proceeding as in the proof of Theorem 3.1, the vertices can be ordered in such a way that (i) the last $k$ entries in the vector of unknowns $x$ correspond to the target vertices, and (ii) the coefficient matrix takes the block form

$$ A = \begin{bmatrix} L & 0 \\ M & 0 \end{bmatrix}, $$

where $L$ is an $(n-k) \times (n-k)$ lower-triangular matrix whose columns sum to $-k$, and $M$ is a $k \times (n-k)$ matrix with a 1 in every entry. Exponentiating as before, one finds that

$$ e^{tA} = \begin{bmatrix} e^{tL} & 0 \\ \frac{1 - e^{-kt}}{k} M & I \end{bmatrix}, $$

where $I$ denotes the $k \times k$ identity matrix. Since the last $k$ rows are independent of the form of $L$, the theorem follows.

3.2. Biparallel motifs

We now consider another special class of isodynamic motifs. Consider a motif formed by connecting the source vertex to the target vertex via two non-intersecting paths (see Figure 3). If the number of vertices is odd, the path lengths differ by one, and if the number of vertices is even, the two paths have equal length. We shall refer to these motifs as biparallel motifs.

In this section, we argue that adding certain edges, indicated by dashed lines in Figure 4(a) and (b), to a biparallel motif on $m$ vertices does not affect the dynamics. More exactly, if $1 < k < (m - 1)$ and $k$ has the same parity as $m$, then adding an edge between vertices $k$ and $k + 1$ has no effect on the dynamics, independent of the orientation of the edge.

In what follows, let $A$ be the $m \times m$ matrix associated with the biparallel motif on $m$ vertices. If the vertices are numbered as in Figure 3, then $A$ has the particularly nice banded,

![Figure 3. Examples of biparallel motifs.](image)

![Figure 4. Adding one or more of the dashed edges (independent of orientation) yields a motif that is isodynamic with the biparallel one.](image)
lower triangular form

\[
A = \begin{bmatrix}
-2 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1 \\
\ddots & \ddots & \ddots \\
1 & 0 & -1 \\
1 & 1 & 0
\end{bmatrix}.
\]  

(2)

Note that only the main diagonal and first two subdiagonals contain non-zero entries, and that each column sums to zero. Our main result, stated as Theorem 3.7, will be proved in three steps:

- **Step 1**: Suppose \( A \) is the matrix (2) associated with a biparallel motif. Determine the form of \( A^n \) for positive integers \( n \).
- **Step 2**: Suppose \( B \) is the matrix associated with the graph consisting of a single directed edge from vertex \( k \) to vertex \( (k+1) \), so that \( A + B \) corresponds to a biparallel motif with one additional edge. Show that, if \( k \) is chosen appropriately, then the last row of \( (A + B)^n \) is identical to the last row of \( A^n \) for all \( n \geq 0 \).
- **Step 3**: If the last rows of \( (A + B)^n \) and \( A^n \) are identical for all \( n \), it follows that the last rows of \( e^{(A+B)} \) and \( e^A \) are identical. Hence, we conclude that adding an (appropriate) edge to the biparallel motif does not affect the dynamics.

To begin this process, we compute the powers of \( A \).

**Lemma 3.3** If \( m \) is odd, and \( n \geq 1 \), then

\[
A^n = (-1)^n \begin{bmatrix}
2^n & 1 \\
-\left[2^n - \binom{n}{0}\right] & 0 \\
-\left[2^n - \binom{n}{0}\right] & 1 \\
2^n - \binom{n}{0} - \binom{n}{1} & -\binom{n}{1} & 0 & 1 \\
2^n - \binom{n}{0} - \binom{n}{1} & 0 & -\binom{n}{1} & 0 & 1 \\
\vdots & (\binom{n}{2}) & 0 & \ddots & \ddots \\
\vdots & 0 & (\binom{n}{2}) & \ddots & \ddots \\
\vdots & \vdots & 0 & \ddots & \ddots \\
\vdots & 0 & \ddots & \ddots & \ddots \\
\alpha & \beta & 0 & \cdots & (\binom{n}{2}) & 0 & -\binom{n}{1} \\
\star & \star & \star & \cdots & \star & \star & \star & \star & \star & -1 & -1 & 0
\end{bmatrix},
\]

where

\[
\alpha = (-1)^{(m-1)/2} \left[ 2^n - \sum_{k=0}^{(m+1)/2-2} \binom{n}{k} \right] \quad \text{and} \quad \beta = (-1)^{(m+1)/2} \binom{n}{\frac{m+1}{2} - 2}.
\]

The entries marked \( \star \) in the last row obey the requirement that columns must sum to zero. These \( \star \) entries come in pairs: i.e., the \( \star \)s in columns 1 and 2 are identical, as are those in columns 3 and 4, etc., up to columns \( (m-2) \), \( (m-1) \), as indicated by the vertical bars in the array.
Proof. We will proceed by induction on $n$. The following two observations will be used throughout the proof:

**Observation 1:** \( \binom{n}{i} + \binom{n}{i+1} = \binom{n+1}{i+1} \).

**Observation 2:** For any $m \times m$ matrix $B$ we have,

\[
AB = (-1)^n \begin{bmatrix}
-2 & 1 & -1 & \\
1 & 0 & -1 & \\
& 0 & 1 & -1 \\
& & \ddots & \\
& & & 1 & 0 & -1 \\
& & & & \ddots & \\
& & & & & 1 & 1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
b_{11} & b_{12} & \cdots & b_{1m} \\
b_{21} & b_{22} & \cdots & b_{2m} \\
& \ddots & \ddots & \\
& & \ddots & \\
& & & b_{m1} & b_{m2} & \cdots & b_{mm} \\
\end{bmatrix}
= (-1)^n \begin{bmatrix}
-2b_{11} & -2b_{12} & \cdots & -2b_{1m} \\
b_{11} - b_{21} & b_{12} - b_{22} & \cdots & b_{1m} - b_{2m} \\
b_{11} - b_{31} & b_{12} - b_{32} & \cdots & b_{1m} - b_{3m} \\
& \ddots & \ddots & \\
& & \ddots & \\
& & & b_{m1} - b_{m-1}1 \\
\end{bmatrix}
\begin{bmatrix}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{bmatrix}
\]

The case where $n=1$ is trivial. Suppose that the lemma holds for all $k \leq n$. Let $B$ be the matrix $A^n$ without the $(-1)^n$ term. Then $A^{n+1} = A \cdot (-1)^n B$ has the form

\[
A^{n+1} = (-1)^n \begin{bmatrix}
-2^{n+1} & -1 & \\
b_{11} - b_{21} & 0 & \\
b_{11} - b_{31} & b_{22} - b_{42} & 0 & \\
b_{21} - b_{41} & b_{32} - b_{52} & 0 & \\
b_{31} - b_{51} & b_{42} - b_{62} & 0 & \\
& \ddots & \ddots & \ddots & \ddots \\
& & b_{53} - b_{73} & \ddots & \ddots & \ddots \\
& & & \ddots & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & b_{m1} - b_{m-1}1 \\
\end{bmatrix}
\begin{bmatrix}
\vdots & \\
\vdots & \\
\vdots & \\
\vdots & \\
\vdots & \\
\end{bmatrix}
\]

where each $a_{ij} = b_{(i-2)j} - b_{ij}$ for $3 \leq i \leq m - 1$. By our inductive assumption, $b_{ij}$ has the appropriate form for all $1 \leq i, j \leq m$. We now check each entry, $a_{ij}$, in $A^{n+1}$. It is clear that all of the entries
on the diagonal and all of the entries in the last three columns are the desired entries. We focus first on the nonzero entries where \(3 \leq i \leq m - 1\) and \(2 \leq j \leq m - 3\). Note that each entry on the first nonzero sub-diagonal is of the form

\[
1 + \binom{n}{1} = \binom{n}{0} + \binom{n}{1} = \binom{n + 1}{1}.
\]

Moreover, each entry on the second nonzero sub-diagonal is of the form

\[
- \binom{n}{1} - \binom{n}{2} = - \binom{n + 1}{2}.
\]

Continuing in this fashion we see that each \(a_{ij}\), for \(3 \leq i \leq m - 1\) and \(2 \leq j \leq m - 3\), has the desired form. Now, verifying the entries in column one requires a bit more care. Clearly, \(a_{21} = b_{11} - b_{21} = 2^n + 2^n - \binom{n}{0} = 2^{n+1} - \binom{n+1}{0}\). For \(3 \leq i \leq m - 1\),

\[
a_{ij} = b_{(i-2)1} - b_{11} = (-1)^{(i-2)/2} \left[ 2^n - \binom{n}{0} - \binom{n}{1} - \cdots - \left( \binom{n}{i-4} \right) \right]
\]

\[
- (-1)^{i/2} \left[ 2^n - \binom{n}{0} - \binom{n}{1} - \cdots - \left( \binom{n}{i-2} \right) \right]
\]

\[
= (-1)^{i/2} \left[ -2^n + \binom{n}{0} + \binom{n}{1} + \cdots + \left( \binom{n}{i-2} \right) \right]
\]

\[
+ \left( \binom{n}{0} + \binom{n}{1} + \cdots + \left( \binom{n}{i-2} \right) \right).
\]

Rearranging these terms gives

\[
= (-1)^{i/2} \left[ -2^n + \binom{n}{0} + \binom{n}{1} + \cdots + \left( \binom{n}{i-2} \right) \right]
\]

\[
+ \left( \binom{n}{0} + \binom{n}{1} + \cdots + \left( \binom{n}{i-2} \right) \right)
\]

and simplifying the collected terms yields

\[
= (-1)^{i/2} \left[ -2^n + \binom{n}{0} + \binom{n}{1} + \cdots + \left( \binom{n}{i-2} \right) \right]
\]

\[
= (-1)^{i/2} \left[ -2^n + \sum_{k=0}^{[i-2]/2} \binom{n+1}{k} \right].
\]

Substituting \(i = m - 1\) in Equation (4) gives

\[
(-1)^{(m-1)/2} \left[ -2^{n+1} + \sum_{k=0}^{[m-3]/2} \binom{n+1}{k} \right]
\]

(5)
and since \( m \) is odd, Equation (5) becomes

\[
(-1)^{(m-1)/2} \left[ -2^{n+1} + \sum_{k=0}^{(m-3)/2} \binom{n+1}{k} \right] = (-1)^{(m-1)/2} \left[ -2^{n+1} + \sum_{k=0}^{(m+1)/2-2} \binom{n+1}{k} \right] = -\alpha.
\]

Finally, each entry in row \( m \) has the form \( a_{mj} = b_{m-2j} - b_{m-1j} \) and, by Observation 1, the columns still sum to zero. As a last step, we factor a minus sign out of each entry in Equation (3) which gives

\[
A^{n+1} = (-1)^{n+1} \begin{bmatrix}
2^{n+1} & 1 \\
-2^{n+1} - \binom{n+1}{0} & 0 \\
-2^{n+1} - \binom{n+1}{0} & 0 \\
2^{n+1} - \binom{n+1}{0} - \binom{n+1}{1} - \binom{n+1}{0} & \cdots & 0 \\
2^{n+1} - \binom{n+1}{0} - \binom{n+1}{1} - \binom{n+1}{0} & \cdots & 0 \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\alpha & \beta & \cdots & \binom{n+1}{2} & \cdots & \binom{n+1}{2} & 0 & -\binom{n+1}{1} & 0 & 1 \\
* & * & * & \cdots & \cdots & * & * & -1 & -1 & 0
\end{bmatrix}
\]

and our proof is complete.  

The case where \( m \) is even follows by a similar argument.

**Lemma 3.4** If \( m \) is even, and \( n \geq 1 \), then

\[
A^n = (-1)^n \begin{bmatrix}
2^n & 1 \\
-2^n - \binom{n}{0} & 0 \\
-2^n - \binom{n}{0} & 0 \\
2^n - \binom{n}{0} - \binom{n}{1} - \binom{n}{0} & \cdots & 0 \\
2^n - \binom{n}{0} - \binom{n}{1} - \binom{n}{0} & \cdots & 0 \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\vdots & \ddots & \ddots \\
\alpha & \beta & \cdots & \binom{n}{2} & \cdots & \binom{n}{2} & 0 & -\binom{n}{1} & 0 & 1 \\
\alpha & 0 & \beta & \cdots & \binom{n}{2} & \cdots & \binom{n}{2} & 0 & -\binom{n}{1} & 0 & 1 \\
* & * & * & \cdots & \cdots & * & * & -1 & -1 & 0
\end{bmatrix}
\]
where
\[
\alpha = (-1)^{m/2 + 1} \left[ 2^n - \frac{m/2 - 2}{\sum_{k=0}^{m} \binom{n}{k}} \right] \quad \text{and} \quad \beta = (-1)^{m/2} \left( \frac{n}{2} - 2 \right). 
\]

The entries marked \( \star \) in the last row obey the requirement that columns must sum to zero. These \( \star \) entries come in pairs: i.e., the \( \star \)s in columns 2 and 3 are identical, as are those in columns 4 and 5, etc., up to columns \((m - 2), (m - 1)\), as indicated by the vertical bars in the array.

Next we consider adding a single directed edge in the biparallel motif on \( m \) vertices. Since adding a single directed edge to such a motif affects only two entries in \( A \), one expects that it is possible to analyse how the additional edge impacts the dynamics. Indeed, we have the following result.

**Lemma 3.5** Suppose \( B \) is the matrix associated with adding a single directed edge between vertices \( k \) and \((k + 1)\) (regardless of orientation), where \( 1 < k < (m - 1) \). If \( k \) and \( m \) have the same parity, then the last row of \( A^n \) is identical to the last row of \((A + B)^n\) for all non-negative integers \( n \).

**Proof** We argue by induction on \( n \). First, assume that the added edge is oriented from vertex \( k \) to vertex \((k + 1)\). The matrix \( B \) has only two non-zero elements: the \((k, k)\) entry is \(-1\) and the \((k + 1, k)\) entry is 1. Clearly the lemma holds if \( n = 0, 1 \). Suppose inductively that the last row of \( A^n \) is identical to the last row of \((A + B)^n\). To carry out the inductive step, we exploit the block structure of the matrices \( A \) and \( B \). We write these matrices in the block diagonal form,

\[
A = \begin{bmatrix} A_{11} & A_{21} & A_{31} \\ A_{21} & A_{22} & A_{32} \\ A_{31} & A_{32} & A_{33} \end{bmatrix}, \quad B = \begin{bmatrix} B_{22} \end{bmatrix},
\]

where
\[
B_{22} = \begin{bmatrix} -1 & 0 \\ 1 & 0 \end{bmatrix},
\]

and the sizes of the blocks are as indicated in the array

\[
\begin{bmatrix} (k - 1) \times (k - 1) & (k - 1) \times 2 & (k - 1) \times (m - k - 1) \\ 2 \times (k - 1) & 2 \times 2 & 2 \times (m - k - 1) \\ (m - k - 1) \times (k - 1) & (m - k - 1) \times 2 & (m - k - 1) \times (m - k - 1) \end{bmatrix}.
\]

The \( n \)th power of \( A + B \) has the block lower-triangular form

\[
(A + B)^n = \begin{bmatrix} [A_{11}]^n & [A_{21}]^n & [A_{31}]^n \\ [A_{21}]^n & [A_{22} + B_{22}]^n & [A_{32}]^n \\ [A_{31}]^n & [A_{32}]^n & [A_{33}]^n \end{bmatrix}.
\]

The precise form of the blocks below the main diagonal is not important, we need only use the fact that, by inductive hypothesis, the last row of the matrix in Equation (9) is identical to the last
row of $A^n$. We now multiply Equation (9) by $(A + B)$ to obtain

$$(A + B)^{n+1} = \begin{bmatrix}
[A_{11}]^n & [A_{22} + B_{22}]^n \\
\frac{C_{21}}{C_{31}} & \frac{C_{32}}{C_{31}} [A_{33}]^n \\
\frac{A_{21}}{A_{31}} & \frac{A_{22} + B_{22}}{A_{32}} & A_{33}
\end{bmatrix} \begin{bmatrix}
A_{11} \\
A_{22} + B_{22} \\
A_{33}
\end{bmatrix} = \begin{bmatrix}
\frac{C_{21} A_{11} + [A_{22} + B_{22}]^n A_{21}}{C_{31} A_{11} + C_{32} A_{21} + [A_{33}]^n A_{31}} & \frac{[A_{22} + B_{22}]^n A_{22} + [A_{33}]^n A_{33}}{C_{32} [A_{22} + B_{22}] + [A_{33}]^n A_{32}} & [A_{33}]^n
\end{bmatrix}.$$  

(10)

To complete the proof, we must establish that the last row of matrix (10) is identical to the last row of $A^{n+1}$. Focusing on the three lower blocks in Equation (10) separately:

- Consider the last block in the last row of Equation (10). Clearly, $[A_{33}]^{n+1}$ is identical to the corresponding block in the matrix $A^{n+1}$, and therefore the last rows of $(A + B)^{n+1}$ and $A^{n+1}$ are the same in the last $(m - k - 1)$ columns.

- Consider the first block in the last row of Equation (10). The last row of this block is

$$[\text{last row of } C_{31}] A_{11} + [\text{last row of } C_{32}] A_{21} + [A_{33}]^n A_{31}. \quad (11)$$

By our inductive assumption, the last rows of $C_{31}$ and $C_{32}$ are the same as the last rows in the corresponding blocks of $A^n$. It follows immediately that the entries in Equation (11) are identical to the entries in the first $(k - 1)$ columns of the last row of $A^{n+1}$.

- Finally, consider the middle block in the last row of Equation (10). If we can argue that the last row of the matrix $C_{32} B_{22}$ contains all zeros, then an argument similar to the one in the previous case shows that the last rows of $A^{n+1}$ and $(A + B)^{n+1}$ agree in columns $k$ and $k + 1$, completing our proof. By inductive assumption, the last row of $C_{32}$ is identical to the last row of the corresponding block in $A^n$. By Lemmas 3.4 and 3.3, the entries in the last row of $A^n$ come in pairs. Due to the form of the matrix $B_{22}$, the last row of $C_{32} B_{22}$ is given by

$$[A_{m,k+1}^n - A_{m,k}^n, 0].$$

If the parity of $m$ and $k$ are the same and $1 < k < (m - 1)$, then Lemmas 3.4 and 3.3 guarantee that the $(m, k + 1)$ and $(m, k)$ entries of $A^n$ are identical. Therefore, with these restrictions on $k$, we find that the last row of $C_{32} B_{22}$ is all zero. It follows that the last rows of $A^{n+1}$ and $(A + B)^{n+1}$ agree in columns $k$ and $k + 1$, and the proof is complete.

The exact same argument works if we reverse the orientation of the added edge, from vertex $(k + 1)$ to vertex $k$. The only change is that the matrix $B_{22}$ in Equation (7) is replaced with

$$B_{22} = \begin{bmatrix} 0 & 1 \\ 0 & -1 \end{bmatrix}.$$  

Lemma 3.5 is easily extended to the case in which we add multiple edges of the type indicated by dashed edges in Figure 4.

**Lemma 3.6** Suppose $B$ is the matrix associated with adding several directed edges of the type described in Lemma 3.5. Then the last row of $A^n$ is identical to the last row of $(A + B)^n$ for all non-negative integers $n$.  

Proof Use the same inductive argument as in the proof of Lemma 3.5. We remark that the sizes of the blocks in Equation (8) will change and, in particular, the square block $B_{22}$ will be larger than $2 \times 2$. By hypothesis, $B_{22}$ will have an even number of rows and columns and can be subdivided into $2 \times 2$ blocks, each of which has one of the following forms:

$$
\begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
-1 & 0 \\
1 & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & -1
\end{bmatrix}.
$$

Moreover, the rows of $B_{22}$ contain at most one non-zero entry and the columns of $B_{22}$ contain at most two non-zero entries. Consequently, the same fortuitous cancellations that carried the proof of Lemma 3.5 will extend to this more general case.

We now state our main result, which identifies a particular class of isodynamic motifs.

**Theorem 3.7** Consider the biparallel motif on $m$ vertices, with the alternating vertex labeling given in Figure 3. Suppose we construct a new motif by adding directed edges as described in the hypotheses of Lemma 3.6. That is, we allow an edge to be added between vertices $k$ and $(k + 1)$ (regardless of orientation) if $k$ has the same parity as $m$ and $1 < k < (m - 1)$. Then this new motif is isodynamic with the biparallel motif.

**Proof** Let $A$ denote the matrix (2) associated with the biparallel motif on $m$ vertices, and let $B$ denote the matrix associated with the added edge(s). By Lemma 3.6, the last row of $A^n$ is identical to the last row of $(A + B)^n$. It follows that the matrices $e^{tA}$ and $e^{t(A+B)}$ have the same last row. Now consider the two systems of ODEs

$$
\begin{align*}
\dot{x}(t) &= Ax(t) & \dot{x}(t) &= (A + B)x(t),
\end{align*}
$$

where $x$ is the vector of unknowns in Equation (1). The solutions of these two systems are

$$
\begin{align*}
x(t) &= e^{tA}x(0) & x(t) &= e^{t(A+B)}x(0),
\end{align*}
$$

respectively. Since $e^{tA}$ and $e^{t(A+B)}$ have the same last row, the formulas for $T(t)$ are identical regardless of the initial conditions $x(0)$. Hence, adding edges of the type indicated by dashed lines in Figure 4 will always yield a motif that is isodynamic with the biparallel motif.

4. Discussion and conclusions

In this paper, we have identified two classes of isodynamic feed-forward networks: those whose target vertices have maximal indegree, and biparallel networks with appropriately added edges (Figure 4). The feed-forward motifs studied here are comparable to the coherent type-1 motif that is the most prevalent type of feed-forward motif found in biological systems [21]. We model the dynamics of conversion of a source substrate into a target one using linear systems of ODEs, tracking changes in concentration by measuring ‘flow in minus flow out’. To study the effects of network topology, we considered the idealized case in which all reaction processes proceed at the same rate. Despite these assumptions, we are encouraged that numerical simulations with more realistic nonlinear ODE models suggest that even the linear model can be quite successful in identifying isodynamic networks [3].

In moving towards studying biology as intact systems, there is a growing need to characterize functional motifs (biological subsystems) that are commonly found in all organisms. The results of this study demonstrate the utility of applying mathematical analysis to describe dynamic behaviour
of feed-forward loops leading specifically to mathematical proof of the existence of isodynamic network topologies. In biological terms, this finding shows that there are multiple equivalent ways for the components of biological systems to be connected that would result in identical functional behaviour in terms of the dynamics of converting one input to a desired output. This applies to all levels of biological networks including metabolic, regulatory, and signalling networks. Mathematical analysis of network motifs provides a rigorous framework for identifying general functional principles found in biological systems. The natural ensuing questions are whether, and why do, biological systems favour the implementation of certain motifs when more than one option may provide similar functional outputs.

By partitioning the class of all feed-forward networks on \( n \) vertices into isodynamic equivalence classes, we establish a basis of performance comparison for different networks. There are compelling reasons to rank non-isodynamic networks according to speed, measuring the time required for each network to accumulate a specified amount of the target product starting from the same set of initial conditions. Indeed, among the feed-forward networks that appear in signalling pathways, it is of great interest to determine whether faster networks are favoured by evolution. A subsequent study [7] investigates the abundance of motifs in metabolic networks and their compacted version called networks of interacting pathways (NIP). A node in a NIP represents a metabolic pathway, whereas a link stands for two pathways sharing a common metabolite. The preliminary results indicate a systemic prevalence of the 4-node feed-forward motif (a), shown in Figure 5 to all other NIP 4-node motifs having one source and one target node. For example, the most highly connected motif (a) in the network of interacting metabolic pathways of the bacteria \textit{Staphylococcus aureus} subsp. \textit{aureus} COL was prevalent in abundance (6.46%), followed by motif (b) (2.85%). Using systems of linear ODEs to model the dynamics of these networks, it is straightforward to show that the topology of motif (5a) is considerably faster than that of (5b) in conversion of the source substrate \( S \) into the target product \( T \). The high abundance of this motif evidences that evolution conserves this effective topology of maximum cross-talk between the individual metabolic pathways. Another very interesting conclusion may be drawn from the lack of statistically significant abundance of the triparallel subgraph (5c), which can be obtained from the leading motif (5a) by deleting the directed edge between the two intermediate nodes. According to Theorem 3.1, these two motifs are isodynamic – i.e., they would be equally effective with respect to the \( S \rightarrow T \) conversion. One might wonder why these motifs are not equally abundant. The most logical explanation would be that (at equal efficacy) evolution selects and conserves the structure that provides a higher stability (resilience to attack). Having an extra edge which does not contribute to a higher conversion rate is a beneficial redundancy; if this edge is destroyed or incapacitated, the efficacy of performance of the biochemical reactions will remain intact. Similar arguments are indeed valid for the biological relevance of Theorem 3.7: adding additional forward directed edges to the basic biparallel structure does not change dynamics and performance, but it increases network stability by introducing a beneficial redundancy. A large-scale study is in progress [7] to verify and generalize these preliminary conclusions.

![Figure 5. Examples of different 4-vertex motifs that occur with much different abundances in the metabolic network of the bacteria SAC. Motif (a) is faster and more prevalent than motifs (b) and (c).](image-url)
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Notes

1. More exactly, we assume a one-to-one correspondence between the sets of target vertices for the two motifs, thereby allowing direct comparison of the accumulation of each target. This assumption is quite natural if, for example, we wish to compare the performance of the same biochemical network in two different organisms. Although network topology may differ from organism to organism, the network itself has the same biological functions (i.e., to produce the same targets).

2. This proof allows for the possibility of multiple source nodes; see, for example, the motif in Figure 2c.
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