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Abstract 

A new collision resolution algorithm called the 
Space Division Multiple Access protocol (SDMA) is 
presented. SDMA gains a performance advantage over 
similar protocols by using information about the posi­
tions of stations on the network. The protocol can 
operate asynchrononsly on a broadcast bus, allowing 
variable sized packet traffic. Through simulation the 
protocol is demonstrated to have better performance 
than Ethernet and the Capetanakis Tree protocol, a 
similar collision resolution protocol, under some traffic 
conditions. In particular, under heavy loads, SDMA 
displays better average throughput and lower variance 
of delay than Ethernet. The protocol demonstrates a 
performance bias based on the location of stations, but 
in most cases this bias is less sei>ere than that experi­
enced by Ethernet. 

1 Introduction 

Collision Resolution Algorithms (CRAs) are an al­
ternative method for broadcast bus Medium Access 
Control which have several desirable properties. These 
algorithms use feedback from the channel to resolve 
collisions, reducing the average delay and variance of 
delay experienced by ot.her access mechanisms. Off­
setting these desirable properties is the requirement 
that all stations need complete information on chan­
nel history. These algorithms have usually been dis­
cussed in terms of slotted transmission channels and 
fixed-length packet transmission. 

The basic method of operation for these protocols 
can be stated as follows: initially, all ready stations on 
the network transmit in a slot. If a collision occurs, 
the stations are divided into two groups according to 
some criterion. The stations in the "first" group are 
allowed to transmit in the next slot, and if a collision 
results, the group is further subdivided and the reso­
lution proceeds recursively. When the first group has 

been resolved, the second group is allowed to resolve. 
Several different algorithms have been proposed in the 
literature based on different criteria for performing the 
subdivision. The Capetanakis Tree protocols used a 
uniquely assigned or randomly generated address for 
each station [2, 3]. The First-Come First-Served pro­
tocol uses the arrival time of packets within an en­
abled transmission "window" as the subdivision crite­
rion [4, 15]. Recently, interest in packetized voice and 
other time-constrained applications has led to the pro­
posal of variants of the First-Come First-Served pro­
tocol which take transmission deadlines into account 
[11]. 

Practical application of these t.echniques is limited 
by the necessity of synchronous operation of the sta­
tions participating in the protocol. The required level 
of synchronization is difficult to achieve in a bus struc­
tured Local Area Network using the Carrier Sense 
Multiple Access with Collision Detection {CSMA/CD) 
technique [8]. This question has been investigated 
by Towsley [14] and Molle [9]. In both cases, asyn­
chronous operation used knowledge of the maximum 
propagation delay on the network to determine the 
end of "steps" in the algorithm. This technique can 
be problematic when counting successive idle steps 
if there is a significant difference in the clock rates 
of the participating stations. To avoid this potential 
problem, Molloy presented a mechanism for signaling 
the end of idle steps in a Collision Resolution Algo­
rithm by causing an intentional collision which is con­
sistently observable by all stations on the network [10]. 

Variable length messages were considered by Wu 
and Chang [16]. Their work describes a protocol where 
messages are divided into fixed length packets, with 
the First-Come First-Served algorithm being used to 
arbitrate control of the bus for transmission of trains 
of such packets. 

The remainder of the paper is organized as follows. 
Section 2 describes the Space Division Multiple Access 
protocol, including comments on implementation and 
limitations. Section 3 discusses the simulation soft-



ware and the characteristics of the simulated network 
and workloads. Section 4 describes the performance of 
the protocol and compares it to that of Ethernet and 
the Capetanakis Tree protocol. Section 5 summarizes 
the results. 

2 SDMA protocol description 

The SDMA protocol is a specialization of the class 
of protocols which use a unique address to perform 
collision resolution, such as the Capetanakis Tree pro­
tocol. These protocols operate by initially allowing all 
stations on the network to attempt to transmit with­
out restriction. When a collision occurs between two 
stations attempting to transmit at the same time, the 
set of stations are divided into two subsets based on 
some globally agreed-upon criterion. The typical cri­
terion for subdivision is the address of stations, though 
other schemes have been proposed (4). After the sub­
division, the resulting subsets are alternately allowed 
to attempt transmission. If subsequent conflicts oc­
cur, the subdivision is repeated recursively until the 
resulting enabled subset contains only one station with 
a packet to transmit, at which time that packet is suc­
cessfully transmitted. 

Such protocols do not require any correlation be­
tween the address of a station and the location of 
the stat.ion on the network. This scheme simplifies 
adding new stations to a network; it is only neces­
sary to find a unique address to assign to the new 
station. However, performance improvements can re­
sult from using information about the relative posi­
tions of stations on the network in the collision reso­
lution process. The protocol presented here exploits 
one such improvement. (Various unidirectional broad­
cast protocols such as Expressnet [13), DQDB (6] and 
Hymap [12] have made use of upstream/downstream 
positional information. These protocols are intended 
for use on folded bus or dual bus topologies.) 

The SDMA protocol is similar tot.he address-based 
Capet.anakis protocol with one important difference; 
the address space for stat.ions corresponds directly to 
the physical length of the network. Jf the address of 
the station is interpreted as a ]or.at.ion (e.g. distance 
from one end of the cable), then the collision clear time 
can be reduced with each address space subdivision. 
To see why this is so, consider the situation when a 
collision occurs in such a network. Let L be the length 
of the network. When a collision occurs, the stations 
are divided into two subsets, one subset containing ad­
dresses less than L/2 and the other subset containing 
stations whose address is greater than or equal to L/2, 
first enabling the stations with addresses less than L/2 

to transmit at the next opportunity. Since addresses 
correspond to locations, this corresponds to a physical 
partitioning of the cable, with all the stations in the 
enabled subset on the same half of the network. This 
means that the maximum propagation delay between 
enabled stations will be half of the full propagation 
delay of the network. So, should another collision oc­
cur, the collision itself will be of shorter duration due 
to the proximity of the colliding stations (each de­
tects the signal of the other and aborts transmission 
sooner), and the subsequent channel clear time will be 
half what it was for the previous step. 

A method for implementing Collision Resolution 
Algorithms on an asynchronous (unslotted) broadcast 
bus was presented by Molloy (10]. The difficulty with 
implementing most CRAs on an asynchronous bus is 
that they require the ability to recognize an idle "slot" 
where no station will attempt transmission. Since 
there are no slot boundaries on an asynchronous bus, 
some other mechanism must be employed to signal the 
end of an idle step in the protocol. The method pre­
sented by Molloy requires that when a ready station 
which collided in the previous interval observes an idle 
period equal to twice the maximum propagation delay 
of the network, it should transmit. Since there must 
be at least two such stations, both observe the idle 
period and transmit, causing an intentional collision. 
We refer to a collision of this type as an idle marking 
collision .. This collision is visible to all stations on the 
network and acts as a signal to proceed with the next 
step of the algorithm. In networks which conform to 
the the 802.3 standard in terms of network length and 
allowed packet sizes, the bandwidth wasted by these 
intentional collisions is small. The use of positional in­
formation in the SDMA protocol further reduces the 
impact of these collisions, since at each step of the 
resolution process the time needed for the channel to 
clear after a collision is halved. 

There are several restrictions imposed by the 
SDMA scheme. As presented, SDMA imposes pri­
orities by location; stations with lower addresses will 
transmit earlier. Under extreme load, the protocol will 
result in a round-robin ordering of transmissions. It is 
possible to alleviate this to some degree by alternating 
the order in which the subsets are resolved. Stations 
are required to continuously monitor the channel at 
all times as in the First-Come, First-Served protocol. 
SDMA also expects the network to be a single lin­
ear cable, a significant topology limitation. The pro­
tocol can be adapted to handle branching topologies 
by mapping addresses to create a logical linear cable 
with length equal to the sum of the lengths of the 
branches. On sparsely populated cables, further gains 
can be made by keeping track of the unused station 



positions. If an enabled range of addresses consists 
wholly of unused positions, a step can be skipped. 

These limitations restrict the range of applications 
for which SDMA is appropriate. There are obvious dif­
ficulties involved in relocating stations on a network, 
so the best use of SDMA would be in applications 
where the locations of stations are fixed. Such applica­
tions might involve networks of computing elements, 
device controllers or intelligent sensors embedded m 
structures or vehicles. 

3 Simulation 

SDMA, Ethernet, and the Capetanakis Tree proto­
col are compared in this paper. The Capetanakis pro­
tocol was chosen because it is the CRA which SDMA 
most closely resembles. The th1·ee protocols were sim­
ulated using a custom simulation package called Net­
sim, written by the author. Netsim uses the discrete 
event simulation method to simulate a finite network 
of stations. Modeling of collisions is very detailed, tak­
ing into account the positions of all stations involved in 
the collision and the effects of propagation delay on the 
detection time of the beginning and end of collisions 
at all stations on the network. This point is particu­
larly important in accurately modeling SDMA, which 
depends on reducing the length of collision bursts for 
the performance improvement it achieves over similar 
algorithms. Netsim also provides very flexible specifi­
cation of packet length and inter-arrival time distribu­
tions, allowing realistic traffic loads to be simulated. 
Netsim is described in more detail in (1). 

The simulation parameters specified a 10 megabit 
per second contention bus network. There were 32 reg­
ularly spaced stations producing identical traffic loads. 
We consider three packet length distributions: fixed 
length maximum sized packets ( 1526 bytes), fixed 
length minimum sized packets (76 bytes), and a dis­
crete packet distribution abstracted from observations 
of the University of Richmond campus Ethernet. The 
distribution is shown in Table 1. The average packet 
size for experiments run with the packet mixture dis­
tribution was 252 bytes. These three packet length 
distributions represent the best case for overall effi­
ciency (maximum sized packets), the worst case (mini­
mum sized packets) and a realistic intermediate packet 
length distribution. All experiments used an expo­
nential distribution of packet inter-arrival times. The 
simulation concentrates on the behavior of the media 
access mechanism, so no buffering in the stations is 
modeled. 

The Capetanakis Tree protocol results are for an 
asynchronous version of the protocol constructed us-

Bytes Percentage 
of packets 

75 47.5 
105 4.4 
135 18.0 
165 16.3 
444 2.6 
889 0.8 

1065 3.4 
1305 0.4 
1515 6.6 

Table 1: Discrete packet length distribution. 

ing the idle marking collision technique described in 
Section 2. The simulation is essentially the same as 
the SDMA simulation, except that the collision dura­
tion is not halved with each subdivision of the inter­
val of enabled addresses. This simulates the version of 
the Capetanakis protocol which uses unique addresses 
rather than coin flips to generate address bits. Ad­
dresses are not restricted to correspond to network 
locations. 

The quantities reported were produced by averag­
ing the results of three runs for each set of parameters. 
At least 100,000 packets were transmitted in each run. 

4 Performance of SDMA 

It was expected that the Ethernet protocol would 
prove superior to the SDMA protocol under light traf­
fic conditions, the situation for which the Ethernet 
protocol was designed. However, it was expected 
that the collision resolution strategy employed by the 
SDMA protocol would result in higher overall through­
put and lower overall delay under conditions where 
the network was more heavily loaded. It was also ex­
pected that SDMA's performance would be slightly 
better than an asynchronous implementation of the 
Capetanakis Tree protocol, the CRA to which it is 
most similar, in both overall throughput and average 
delay. 

Figure 1 shows the performance of the protocols 
for a traffic load consisting completely of maximum 
sized packets. Figure 2 shows performance for the 
mixture of packet lengths described in Table 1. Figure 
3 shows the performance when a homogeneous load of 
minimum sized packets are generated. 

4.1 Average network utilization 

Figures 1 (a), 2( a) and 3( a) show the average net­
work utilization as a percentage of the total capacity 



(a) (b) 

1.0 0.04 

0.8 
0.03 

c: 0.6 w 
.Q ! a; 0.02 N ,., 
§ 0.4 .!!! 

Q) 

0 

O.Q1 
0.2 

0.00 
0.5 1.0 1.5 2.0 2.5 3.0 0.0 0.2 0.4 0.6 0.8 1.0 

Offered Load ~SOMA, 1526 bytes Utilization 

(c) 
+-+Capetanakis, 1526 bytes 
~ Ethernet, 1526 bytes 

(d) 

0.00015 800 

u 600 
Q) Q) 

g 0.00010 "' 
"' Q; 
-~ a. 

"' 400 > c: ,., 0 
.!!! 

0.00005 
:!a 

~ '6 
(.) 200 

0.00000 0 
0.0 0.2 1.0 0.0 0.2 1.0 0.4 0.8 0.6 

Utilization Utilization 

Figure 1: Protocol performance for 1526 byte fixed length packets with exponentially distributed transmission 
intervals. 
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Figure 3: Protocol performance for 76 bytes fixed length packets with exponentially distributed transmission 
intervals. 

of the network versus the offered traffic load, also pre­
sented as a percentage of the capacity of the network. 
Offered load is the sum of the loads presented by each 
station running on an otherwise idle network and is a 
measure of the traffic that the stations are attempting 
to introduce onto the network. The figures show that, 
contrary to expectations, under light loads (Offered 
load < 1), SDMA does achieve slightly higher uti­
lization of the network. This situation becomes more 
pronounced when the offered load approaches and ex­
ceeds the capacity of the network. In the experiments 
using 1526 byte fixed length packets, at an offered load 
of 200% of capacity, SDMA achieves an overall utiliza­
tion of 0.963, Capetanakis achieves 0.960, and Ether­
net achieves 0.898. The difference between the proto­
cols is even more pronounced in experiments run with 
the realistic mixture of packet sizes. In those exper­
iments, at an offered load level of 200% of capacity, 
SDMA achieves a utilization of 0.824, as compared 
with 0.814 for Capetanakis and 0.717 for Ethernet. 
With 76 bytes fixed length packets, SDMA achieved a 
utilization of 0.593, Capetanakis achieved 0.587, and 
Ethernet achieved 0.538. 

4.2 Average delay 

Figures l(b), 2(b) and 3(b) show the average queue­
ing delay for packets in seconds versus average uti­
lization. The 1526 byte packets take 1.2 milliseconds 
to transmit, the 76 byte packets take approximately 
60 microseconds, and the average packet from the 
packet mixture takes approximately 200 microseconds 
to transmit. These numbers are reflected in the low 
load values shown in these figures. The average delay 
for Ethernet is only slightly higher than the trans­
mission time for the respective packet sizes at low of­
fered load levels. This behavior is matched by both 
of the CRAs, since they also transmit packets imme­
diately when there is no contention. As the load in­
creases and contention for the channel begins, the two 
CRAs demonstrate a clear advantage over Ethernet, 
with SDMA experiencing slightly lower average delay 
than the Capetanakis protocol. For 1526 byte packets, 
at a utilization level of 0.85, Ethernet experiences an 
average delay of 6.8 milliseconds, the Capetanakis pro­
tocol experiences average delay of 3.73 milliseconds, 
and SDMA experiences average delay of 3.65 millisec­
onds. For the packet mixture, at a utilization level of 
0.70, Ethernet's average delay is 5.1 milliseconds, the 



Capetanakis protocol's delay is 1.6 milliseconds, and 
SDMA's delay is 1.4 milliseconds. For 76 byte packets 
at a utilization level of 0.55, Ethernet's average delay 
is 1.5 milliseconds, Capetanakis' is 1.0 milliseconds, 
and SDMA's is 0.7 milliseconds. 

The curve for the 76 byte fixed length packets 
demonstrates an interesting feature of the three pro­
tocols. As the offered load increases, at some point all 
three protocols reach a "plateau" where the delay lev­
els off in spite of the continued traffic increase. For the 
CRAs, this occurs when all of the stations on the net­
work are continually active, resulting in all stations 
participating in every collision resolution epoch. In 
the case of SDMA and the Capetanakis protocol when 
unique addresses are used, there is an upper bound on 
the amount of time a resolution epoch can take, based 
on the number of stations on the network, the max­
imum packet transmission time, the maximum dura­
tion of collisions, and the propagation delay for the 
network. In the case of Ethernet, the plateau is an 
artifact of the fact that the protocol gives up after a 
packet experiences 16 collisions, discarding the packet. 
So, the leveling off of delay in Ethernet indicates that 
some packets are being lost, which is not the case for 
t.he CR.As. 

4.3 Variance of delay 

Figures l(c), 2(c) and 3(c) show the variance of 
the packet delay versus the network utilization for 
the three protocols. Lower variance of delay is a 
well known advantage of CRAs over random back­
off collision handling methods, as demonstrated by 
these figures. At low loads where little contention oc­
curs, there is little difference bet.ween the three pro­
tocols. As contention begins, the variance of delay 
for Ethernet increases much more rapidly than for ei­
ther of the CRAs. Once the traffic becomes heavy 
the SDMA algorithm resolves collisions among larger 
numbers of stations more efficiently than Ethernet. 
When packets are involved in such collisions, the de­
lay they experience is much more regular than Ether­
net packets transmitted under similar load conditions 
due to the unpredictability of Ethernet's Binary Ex­
ponential Backoff algorithm. For the 1526 byte packet 
load, SDMA demonstrates a small advantage over the 
Capetanakis protocol. 

4.4 Collision rate 

Figures l(d), 2(d) and 3(d) show the average col­
lisions per second versus the average utilization. For 
the CRAs, only "accidental" collisions are counted; 
the idle marking collisions generated by the algorithms 

are not included in the count of collisions. For the 
maximum sized packet load, Ethernet experiences a 
greater number of collisions per second on average 
than the CRAs for a given utilization level over the 
range of loads generated, with SDMA having a slight 
(but probably insignificant) edge over the Capetanakis 
protocol. For the two loads generated with smaller 
packet sizes it is observed that under heavily con­
gested conditions, the collision rate for the two CRAs 
is actually higher than the rate for Ethernet. This 
initially seems counterintuitive, given the marked per­
formance advantage the CRAs demonstrate in other 
performance categories. However, this result is actu­
ally a verification of the philosophy adopted by these 
protocols that more collisions need not be detrimental 
to performance if they are managed correctly. Un­
der heavily loaded conditions, most packets are ex­
periencing multiple collisions, which results in longer 
and longer backoff delays for Ethernet, whereas the 
collisions experienced by the CRAs occur closer to­
gether and result in successful transmissions sooner 
than the Ethernet collisions. For the smaller packet 
loads, SDMA clearly demonstrates a lower collision 
rate than Capetanakis for a given utilization level. 

4.5 Location bias of SDMA 

The primary feature of the SDMA protocol is that 
it takes advantage of the actual positions of stations 
on the network to achieve an advantage in overall net­
work performance over similar protocols which do not 
take advantage of such information. It is therefore not 
surprising that stations at different locations on the 
network experience different levels of responsiveness. 
Similar effects have been observed in other protocols 
for different types of networks that make use of the 
location of stations as part of their protocol [7]. Sim­
ulation results indicate that the SDMA protocol gives 
a significant performance advantage to those stations 
which are considered to have low addresses on the net­
work, i.e. those which are closest to the "left hand" 
end of the cable - addresses are calculated by dis­
tance from this end of the cable. Figure 4 shows the 
average utilization and delay for each station under a 
fixed load of 1526 byte packets for both SDMA and 
Ethernet. Results are shown for offered loads of 0.5, 
1.0 and 2.0. The bias is demonstrated most strongly 
under heavy overloads, and is not evident under the 
more normal 50% load. As Figure 4( c) and Figure 4( d) 
show, Ethernet also displays a location bias under the 
same circumstances, though it is stations at either end 
of the network which suffer. This effect was noted by 
Gonsalves and Tobagi [5]. Figures 5 and 6 show that 
the bias intensifies as the average packet length drops. 
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For the mixture of packet lengths, the bias does not 
appear significant at the 50% offered load level, but is 
strongly evident when the offered load is equal to the 
capacity of the network. For the 76 byte packet load, 
the bias is evident for both protocols even at the 50% 
offered load level. 

To compare the level of bias in the two protocols, 
Table 2 presents the average, standard deviation, and 
"unfairness" of the per station utilization for the var­
ious packets lengths and traffic levels considered in 
this study. The unfairness of a protocol is simply the 
average difference between an individual station's uti­
lization and the average station utilization given as a 
percentage of the average utilization. For long packets, 
the SDMA protocol is less fair than Ethernet except 
at the lowest load level when both protocols appear to 
provide reasonably fair access to all stations. However, 
as the average packet size decreases, Ethernet becomes 
significantly less fair than SDMA at all offered load 
levels. For the worst case of 76 byte packets and of­
fered load of 200% of capacity, the standard deviation 
of average station utilization is approximately two and 
a half times larger for Ethernet. Even in the more rea­
sonable scenario of mixed packet lengths and offered 
load equal to network capacity, the Ethernet standard 

deviation is approximately twice that of SDMA. 

5 Conclusions 

We have described a new Collision Resolution Al­
gorithm, the Space Division Multiple Access protocol. 
The protocol's performance was investigated through 
simulation and compared with the simulated perfor­
mance of Ethernet and an asynchronous version of the 
Capetanakis Tree Protocol under identical network 
conditions. SDMA was found to achieve a higher av­
erage utilization and lower average delay under heavy 
load than either of the other protocols. The protocol 
also achieved a significant improvement in the vari­
ance of delay versus Ethernet. SDMA's performance 
advantage over Ethernet holds in essentially any situ­
ation where contention occurs. The effect of the pro­
tocol on the performance of individual stations was 
also investigated. While there is a location bias in 
the SDMA protocol, it was found to be less biased 
by location than the Ethernet protocol run under the 
same network layout and traffic conditions. We con­
clude that the location bias, being no worse than that 
present in a widely deployed protocol, should not be 
a serious impediment to the use of SDMA. 



Protocol Packet Total Average Standard Average 
Length Offered Station Deviation Unfairness 

Load Utilization 

0.5 1.55% 0.0136 0.71% 
Ethernet 1526 1.0 2.67% 0.0743 2.21% 

2.0 2.84% 0.2733 7.81% 

0.5 1.55% 0.0099 0.48% 
SDMA 1526 1.0 2.86% 0.0790 2.31% 

2.0 3.02% 0.4109 11.58% 

0.5 1.50% 0.0266 1.44% 
Ethernet mixed 1.0 2.10% 0.2237 9.03% 

2.0 2.24% 0.5112 19.03% 

0.5 1.53% 0.0245 1.40% 
SDMA mixed 1.0 2.39% 0.1250 4.60% 

2.0 2.58% 0.3630 12.01% 

0.5 1.38% 0.0677 3.87% 
Ethernet 76 1.0 1.58% 0.4848 26.45% 

2.0 1.68% 0.8008 41.54% 

0.5 1.46% 0.0237 1.28% 
SDMA 76 1.0 1.79% 0.1883 9.14% 

2.0 1.89% 0.2971 13.88% 

Table 2: Summary of location bias for various packet lengths and network utilization levels. 
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