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ON A THEOREM OF LIVSIC

ALEXANDRU ALEMAN, R. T. W. MARTIN, AND WILLIAM T. ROSS

Abstract. The theory of symmetric, non-selfadjoint operators has several deep applications to the complex function theory of certain reproducing kernel Hilbert spaces of analytic functions, as well as to the study of ordinary differential operators such as Schr"{o}dinger operators in mathematical physics. Examples of simple symmetric operators include multiplication operators on various spaces of analytic functions such as model subspaces of Hardy spaces, deBranges-Rovnyak spaces and Herglotz spaces, ordinary differential operators (including Schrödinger operators from quantum mechanics), Toeplitz operators, and infinite Jacobi matrices.

In this paper we develop a general representation theory of simple symmetric operators with equal deficiency indices, and obtain a collection of results which refine and extend classical works of Krein and Livsic. In particular we provide an alternative proof of a theorem of Livsic which characterizes when two simple symmetric operators with equal deficiency indices are unitarily equivalent, and we provide a new, more easily computable formula for the Livsic characteristic function of a simple symmetric operator with equal deficiency indices.

1. Introduction

For \( n \in \mathbb{N} \cup \{ \infty \} \) let \( \mathcal{S}_n(\mathcal{H}) \) denote the set of simple, closed, symmetric, densely defined linear transformations \( T : \mathcal{D}(T) \subset \mathcal{H} \rightarrow \mathcal{H} \) with deficiency indices \((n, n)\). By this we mean that \( T \) is a linear transformation defined on a dense domain \( \mathcal{D}(T) \) in a complex separable Hilbert space \( \mathcal{H} \) which satisfies the properties:

\[
\langle Tx, y \rangle = \langle x, Ty \rangle, \quad \forall x, y \in \mathcal{D}(T), \quad (T \text{ is symmetric}); \tag{1.1}
\]

\[
\bigcap_{\Im \lambda \neq 0} \text{Rng}(T - \lambda I) = \{0\}, \quad (T \text{ is simple}); \tag{1.2}
\]

\[
\{(x, Tx) : x \in \mathcal{D}(T)\} \text{ is a closed subset of } \mathcal{H} \oplus \mathcal{H}, \quad (T \text{ is closed}); \tag{1.3}
\]

\[
\dim \text{Rng}(T - iI) = \dim \text{Rng}(T + iI) = n \quad (T \text{ has equal deficiency indices}). \tag{1.4}
\]

Condition (1.2) \((T \text{ is simple})\) can be restated equivalently as: \( T \) is simple if there does not exist a (non-trivial) subspace invariant under \( T \) such that the restriction of \( T \) to this subspace is self-adjoint \([3]\). We also point out that

\[
n = \dim \text{Rng}(T - wI) = \dim \text{Rng}(T - zI), \quad \exists w > 0, \exists z < 0,
\]

that is to say, the deficiency indices \( \dim \text{Rng}(T - wI) \) are constant for \( w \) in the upper \( \mathbb{C}_+ := \{\Im z > 0\} \) and lower \( \mathbb{C}_- := \{\Im z < 0\} \) half planes \([3, \text{Section 78}]\). As we will discuss later in this paper, examples of operators which satisfy the above properties include certain classes of Sturm-Liouville operators, Schrödinger operators, unbounded Toeplitz operators on the Hardy space, and multiplication operators on various spaces of analytic functions on \( \mathbb{C}_+ \) and \( \mathbb{C} \setminus \mathbb{R} \).
The purpose of this paper is to rediscover and improve upon a theorem of Livsic [28, 29] (see Theorem 1.8 below) which characterizes when $T_1 \in \mathcal{S}_n(\mathcal{H}_1)$ and $T_2 \in \mathcal{S}_n(\mathcal{H}_2)$ are unitarily equivalent, written $T_1 \cong T_2$. Let us review Livsic’s theorem when $n < \infty$. For $T \in \mathcal{S}_n(\mathcal{H})$ we know, since $T$ has equal deficiency indices, that $T$ has (canonical) self-adjoint extensions $T' : \mathcal{D}(T') \subset \mathcal{H} \rightarrow \mathcal{H}$. If $\{u_j\}_{j=1}^n$ is an orthonormal basis for $\text{Rng}(T + iI)^\perp = \text{Ker}(T^* - iI)$, define the matrix-valued function $w_T$ on $\mathbb{C}_+$ by

$$w_T(z) := b(z)B(z)^{-1}A(z), \quad z \in \mathbb{C}_+, \tag{1.5}$$

where

$$b(z) := \frac{z - i}{z + i}, \tag{1.6}$$

is the single Blaschke factor defined on $\mathbb{C}_+$ with zero at $z = i$,

$$B(z) := \left[\left((I + (z - i)(T' - zI)^{-1}) u_j, u_k\right]\right]_{1 \leq j, k \leq n},$$

and

$$A(z) := \left[\left((I + (z + i)(T' - zI)^{-1}) u_j, u_k\right]\right]_{1 \leq j, k \leq n}.$$

The function $w_T$ in (1.5), called the Livsic characteristic function for $T$, is a contractive matrix-valued analytic function on $\mathbb{C}_+$. Moreover, given any contractive, matrix-valued analytic function $w$ on $\mathbb{C}_+$ with $w(i) = 0$ there is a closed, simple, symmetric, linear transformation $T$ with $w = w_T$ (however this symmetric linear transformation $T$ is not necessarily densely defined). The characteristic function $w_T$ of $T$ is essentially independent of the choice of self-adjoint extension $T'$ and the choice of orthonormal basis $\{u_j\}_{j=1}^n$, i.e., if $T'_k, k = 1, 2$, are two self-adjoint extensions of $T$, $\{u_j^{(k)}\}_{j=1}^n, k = 1, 2$, are orthonormal bases of $\text{Ker}(T^* - iI)$, and $w_k, k = 1, 2$, are the characteristic functions of $T$ constructed using the $T'_k$ and $\{u_j^{(k)}\}_{j=1}^n$, then there exists two constant unitary matrices $Q$ and $R$ such that

$$w_1(z) = Rw_2(z)Q, \quad z \in \mathbb{C}_+. \tag{1.7}$$

For this reason we say that two characteristic functions $w_1, w_2$ are equivalent if condition (1.7) for some constant unitary matrices $Q$ and $R$. Livsic’s theorem is the following:

**Theorem 1.8 (Livsic [28, 29]).** *The operators $T_1 \in \mathcal{S}_n(\mathcal{H}_1)$ and $T_2 \in \mathcal{S}_n(\mathcal{H}_2)$ are unitarily equivalent if and only if $w_{T_1}$ and $w_{T_2}$ are equivalent.*

Livsic’s original proof of this result uses the spectral theorem for self-adjoint operators [3]. Here is a brief sketch: One direction of the proof is straightforward. Indeed if $T_1$ and $T_2$ are unitarily equivalent, one can find self-adjoint extensions $T'_i, i = 1, 2$, of the $T_i$ which are unitarily equivalent, and, if one uses these extensions to construct the characteristic functions $w_{T_i}$ as in (1.5), it follows that these characteristic functions will be equivalent in the sense of (1.7). To prove the converse, if $w_{T_1}$ and $w_{T_2}$ are equivalent, one can, without loss of generality, assume they are equal (they can be made equal by choosing the orthonormal bases $\{u_j^{(1)}\}_{j=1}^n, \{u_j^{(2)}\}_{j=1}^n$ for $\text{Ker}(T_1^* - iI)$ and $\text{Ker}(T_2^* - iI)$ respectively, and the self-adjoint extensions $T'_1, T'_2$ used to construct the characteristic functions $w_{T_1}, w_{T_2}$ appropriately). A calculation using (1.5) shows that $w_{T_1} = w_{T_2}$ implies that $\Omega_1 = \Omega_2$ where

$$\Omega_k(z) := \frac{I + w_{T_k}(z)}{I - w_{T_k}(z)} = \frac{1}{i\pi} \int_{-\infty}^{\infty} \frac{1}{t - z} \Lambda_k(dt), \tag{1.9}$$
and $\Lambda_p$ are $n \times n$ unital positive matrix-valued measures such that

$$\Lambda_p(\Delta) = 4\pi^2(1 + t^2) \left[ \langle \chi_\Delta(T_p^\prime)u_j^{(p)}, u_k^{(p)} \rangle \right]_{1 \leq j, k \leq n}, \quad p = 1, 2,$$

for any Borel subset $\Delta \subset \mathbb{R}$. Here $\chi_\Delta$ denotes the characteristic function of the Borel set $\Delta$, and $\chi_\Delta(T_p^\prime)$ defines a unital projection-valued measure using the functional calculus for self-adjoint operators. The uniqueness of the Herglotz representation in (1.9), along with the fact that $\Omega_1 = \Omega_2$, implies that $\Lambda_1 = \Lambda_2$. Since the $\{u_j^{(p)}\}_{j=1}^n, p = 1, 2,$ are generating bases for the unitary operators $b(T_p^\prime)$ (this follows from the simplicity of the $T_p$), it follows that the $T_p^\prime, p = 1, 2,$ and hence the $T_p$ are unitarily equivalent.

In this paper we give an alternate proof of Livsic’s theorem (Theorem 1.8) using reproducing kernel Hilbert spaces of analytic functions. In particular, in Theorem 4.1 below, we factor these reproducing kernels in a particular way which yields the Livsic characteristic function. By doing this we accomplish several things. First, our factorization of reproducing kernels technique gives us further insight into what makes Livsic’s theorem work and lets us see the characteristic function in a broader context. Second, our alternate proof is more abstract and thus gives us more latitude in computing the characteristic function since computing $w_T$, as it is defined by (1.5), involves a self adjoint extension of $T$, which can be difficult to compute, as well as a resolvent, which is also difficult to compute. Third, by associating, in certain circumstances, $T \in \mathcal{S}_n(\mathcal{H})$ with multiplication by the independent variable on a deBranges-Rovnyak space, we can gain further information about some function theory properties of the associated Livsic function. Fourth, our proof handles the $n = \infty$ case for which $w_T$ becomes a contractive operator-valued analytic function on $\mathbb{C}_+$. The main results of this paper will be to (i) associate any $T \in \mathcal{S}_n(\mathcal{H})$ with a vector-valued reproducing kernel Hilbert space of analytic functions on $\mathbb{C} \setminus \mathbb{R}$ (Propositions 2.16 and 2.18); (ii) associate the kernel function for this space with the Livsic characteristic function (Theorem 4.1); (iii) compute the Livsic function for the operators of differentiation and double differentiation, Sturm-Liouville operators, unbounded symmetric Toeplitz operators, and symmetric operators which act as multiplication by the independent variable in Lebesgue spaces, Herglotz spaces, and deBranges-Rovnyak spaces; (iv) show that $T$ is unitarily equivalent to multiplication by the independent variable on a Herglotz space (Theorem 6.3); (v) show that when $n < \infty$ and the Livsic characteristic function for $T$ is an extreme point of the unit ball of the $n \times n$ matrix-valued bounded analytic functions on $\mathbb{C}_+$, then $T$ is unitarily equivalent to multiplication by the independent variable on an associated vector-valued deBranges-Rovnyak space (Corollary 7.5); (vi) use this equivalence to show, when the Livsic function $V$ for $T$ is an extreme point, that the angular derivative of $(V \circ b^{-1})\tilde{k}$ at $z = 1$ does not exist for any $k \in \mathbb{C}^n$ (Corollary 7.5).

Finally we mention that some of the results we prove here, like Livsic’s theorem and the fact that every $T \in \mathcal{S}_n(\mathcal{H})$ can be realized as multiplication by the independent variable on some Lebesgue space, are known (and we will certainly point out the original sources) but the main wrinkle here is that they can be obtained via reproducing kernel Hilbert spaces and factorization of kernel functions for these spaces. Moreover, via deBranges-Rovnyk spaces, we gain some additional information about the Livsic function. As demonstrated above with the the sketch of
the proof of Livsic’s theorem, the original proofs used the spectral theorem, which certainly adds efficiency and utility (and even elegance) but not computability.

We would be remiss if we did not point out a paper of Poltoratski and Makarov [30] which uses a different model than ours to associate operators with inner functions and classical model spaces of the upper-half plane. In particular they use these results to solve specific problems associated with Schrödinger operators.

2. A model operator

The main idea, going back to Krein [19, 24, 25, 26], and used many times before [16, 27, 31], in examining symmetric operators is the idea of a vector-valued reproducing kernel Hilbert space of analytic functions associated with a symmetric operator. For $T \in \mathcal{S}_n(H)$, $n \in \mathbb{N} \cup \{\infty\}$, let $\mathcal{K}$ be any complex separable Hilbert space whose dimension is $n = \text{Rng}(T + iI)^\perp = \text{Rng}(T - iI)^\perp$.

When $n \in \mathbb{N}$, one usually takes $\mathcal{K}$ to be $\mathbb{C}^n$, with the standard inner product

$$\langle \mathbf{z}, \mathbf{w} \rangle_{\mathbb{C}^n} := \sum_{j=1}^n z_j \overline{w_j}.$$

2.1. The model. If $\mathcal{B}(\mathcal{K}, \mathcal{H})$ is the space of bounded linear operators from $\mathcal{K}$ to $\mathcal{H}$, we say that $\Gamma : \mathbb{C} \setminus \mathbb{R} \to \mathcal{B}(\mathcal{K}, \mathcal{H})$ is a model for $T$ if $\Gamma$ satisfies the following conditions:

$$\Gamma : \mathbb{C} \setminus \mathbb{R} \to \mathcal{B}(\mathcal{K}, \mathcal{H}) \text{ is co-analytic;} \quad (2.1)$$

$$\Gamma(\lambda) : \mathcal{K} \to \text{Rng}(T - \lambda I)^\perp \text{ is invertible for each } \lambda \in \mathbb{C} \setminus \mathbb{R}; \quad (2.2)$$

$$\Gamma(z)^* \Gamma(\lambda) : \mathcal{K} \to \mathcal{K} \text{ is invertible for all } \lambda, z \in \mathbb{C}_+ \text{ or } \lambda, z \in \mathbb{C}_-; \quad (2.3)$$

$$\bigvee_{\lambda \neq 0} \text{Rng} \Gamma(\lambda) = \mathcal{H}, \quad (2.4)$$

where $\bigvee$ denotes the closed linear span.

Proposition 2.5. Every $T \in \mathcal{S}_n(H)$ has a model.

The proof of this proposition needs a little set up. Given a closed densely-defined operator $T$ with domain $\mathcal{D}(T) \subset \mathcal{H}$, a point $z \in \mathbb{C}$ is called a regular point of $T$ if $T - zI$ is bounded below on $\mathcal{D}(T)$, i.e., $\| (T - zI)x \| \geq c_z \| x \|$ for all $x \in \mathcal{D}(T)$. Let $\Omega$ denote the set of all regular points of $T$. If $T \in \mathcal{S}_n(H)$, then since $T$ is symmetric we have $\mathbb{C} \setminus \mathbb{R} \subset \Omega \subset \mathbb{C}$. $T$ is called regular if $\Omega = \mathbb{C}$. For any $w \in \Omega$, let

$$\mathcal{D}_w := \mathcal{D}(T) + \text{Ker}(T^* - wI),$$

and define $T_w := \overline{T^*|\mathcal{D}_w}$, the closure of $T^*|\mathcal{D}_w$.

Lemma 2.6. Suppose that $w \in \Omega$ is a regular point of $T \in \mathcal{S}_n(H)$. The spectrum of $T_w$ is contained in $\overline{\mathbb{C}_+}$, $\mathbb{R}$ or $\overline{\mathbb{C}_-}$ when $w \in \mathbb{C}_+$, $\mathbb{R} \cap \Omega$ or $\mathbb{C}_-$ respectively.

Proof. We will prove the lemma when $w \in \mathbb{C}_+$. The proofs of the other two cases are analogous. Note that when $w \in \mathbb{R} \cap \Omega$ a proof that $T_w$ is in fact self-adjoint is found in [3, Section 83].

First we show, for any $u \in \mathcal{D}_w$, that $\Im \langle T_w u, u \rangle \geq 0$ (assuming $w \in \mathbb{C}_+$). Since $\mathcal{D}_w$ is by definition a core for $T_w$, this will prove that $T_w - zI$ is bounded below
for any \( z \in \mathbb{C}_- \). Any \( u \in \mathcal{D}_w \) can be written as \( u = v + \psi_w \) where \( u \in \mathcal{D}(T) \) and \( \psi_w \in \text{Ker}(T^* - wI) \). It follows that

\[
\langle T_w u, u \rangle = \langle T v + w\psi_w, v + \psi_w \rangle = \langle T v, v \rangle + \langle w\psi_w, v \rangle + w\langle \psi_w, v \rangle + w\|\psi_w\|^2,
\]

(2.7) and so

\[
\Im\langle T_w u, u \rangle = \Im(w\|\psi_w\|^2) \geq 0.
\]

To show that the spectrum of \( T_w \) is contained in \( \mathbb{C}_+ \), it remains to verify that \( T_w - zI \) is onto for any \( z \in \mathbb{C}_- \). First we show that \( T_w - wI \) is onto. If \( \phi \in \mathcal{H} \) and \( \phi \perp \text{Rng}(T_w - wI) \) then \( \phi \perp \text{Rng}(T - wI) \), so that \( \phi \in \text{Ker}(T^* - wI) \), and

\[
0 = \langle (T_w - wI)\phi, \phi \rangle = (w - w)\|\phi\|^2.
\]

Since \( w \notin \mathbb{R} \) this shows that \( \phi = 0 \) and proves that \( T_w - wI \) is onto. The fact that \( \Im(T_w u, u) \geq 0 \) for any \( u \in \mathcal{D}_w \) implies that every \( z \in \mathbb{C}_- \) is regular for \( T_w \). By [3, Sec. 78] the dimension of \( \text{Rng}(T_w - zI)^\perp \) is constant for \( z \) in any connected component of the set of regular points of \( T_w \). It follows that \( T_w - zI \) is onto for all \( z \in \mathbb{C}_- \). \( \square \)

**Proof of Proposition 2.5.** This proof is adapted from a resolvent formula from [3, Sec. 84]. Let \( T^* \) be any (canonical) self-adjoint extension of \( T \) and note that for each fixed \( \lambda \notin \mathbb{R} \), the operator \( T^* - \lambda : \mathcal{D}(T^*) \rightarrow \mathcal{H} \) is onto. Define

\[
U_\lambda := (T' - iI)(T' - \lambda I)^{-1} = I + (\lambda - i)(T' - \lambda I)^{-1}
\]

(2.8) and observe that \( U_\lambda : \mathcal{H} \rightarrow \mathcal{H} \) is one-to-one and onto. Moreover, for any \( x \in \mathcal{H} \), the map \( \lambda \mapsto U_\lambda x \) is an \( \mathcal{H} \)-valued analytic function on \( \mathbb{C} \setminus \mathbb{R} \). By [3, Sec. 84] \( U_\lambda \) is a bounded invertible operator from \( \text{Rng}(T + iI)^\perp \) onto \( \text{Rng}(T - \lambda I)^\perp \). Indeed, the inverse of \( U_\lambda \) is

\[
(T' - \lambda)(T' - iI)^{-1}.
\]

Recall that \( \mathcal{K} \) is any complex separable Hilbert space whose dimension is equal to

\[
\dim \text{Rng}(T - iI)^\perp = \dim \text{Rng}(T + iI)^\perp = n.
\]

Let \( j \) be any bounded isomorphism from \( \mathcal{K} \) onto \( \text{Rng}(T + iI)^\perp \). Finally define

\[
\Gamma(\lambda) := U_\lambda j.
\]

(2.9) With the exception of condition 2.3, one can easily check that \( \Gamma \) satisfies the conditions of a model for \( T \). We will now show that \( \Gamma(z)^* \Gamma(\lambda) \) is invertible whenever \( z, \lambda \) are both in \( \mathbb{C}_+ \) or both in \( \mathbb{C}_- \). In particular, this will prove that \( \Gamma \) obeys condition 2.3.

Without loss of generality assume that \( \mathcal{K} := \mathbb{C}^n \) with canonical orthonormal basis \( \{e_k\}_{k=1}^n \). When \( n = \infty \), we define \( \mathbb{C}^\infty := \ell^2(\mathbb{N}) \), the Hilbert space of square-summable sequences of complex numbers. Since \( j \) is a bounded isomorphism, we see that the set \( \{\gamma_k(i)\}_{i=1}^n \) where \( \gamma_k(i) := je_k \) is a basis (in fact a Riesz basis) for \( \text{Ker}(T^* - iI) \). For any \( \lambda \in \mathbb{C}_+ \), the set \( \{\gamma_k(\lambda)\}_{k=1}^n \) where \( \gamma_k(\lambda) := U_\lambda \gamma_k(i) \) is a basis (in general non-orthonormal) for \( \text{Ker}(T^* - \lambda I) \). It follows that we have the matrix representation

\[
\Gamma(z)^* \Gamma(\lambda) = [\langle \gamma_j(\lambda), \gamma_k(z) \rangle]_{1 \leq j, k \leq n}
\]

for \( z, \lambda \in \mathbb{C} \setminus \mathbb{R} \). We will need the fact that \( \{\gamma_j(z)\}_{j=1}^n \) is actually a Riesz basis for \( \text{Ker}(T^* - zI) \), i.e., the image of an orthonormal basis under a bounded, invertible
operator. This implies there are constants $0 < c \leq C$ such that for any $\psi \in \text{Ker}(T^* - zI)$,

$$c\|\psi\|^2 \leq \sum_{j=1}^{n} |\gamma_j(z), \psi)|^2 \leq C\|\psi\|^2.$$  \hfill (2.10)

To see this, choose an orthonormal basis \(\{\delta_j(z)\}_{j=1}^{n}\) for \(\text{Ker}(T^* - zI)\) and let \(U : \text{Ker}(T^* - zI) \to \mathbb{C}^n\) be the isometry defined by \(U\delta_j(z) = e_j\). It follows that the linear map

\[ V : \text{Ker}(T^* - zI) \to \text{Ker}(T^* - zI), \quad V := Uz_jU \]

is invertible. Hence for any \(\psi \in \text{Ker}(T^* - zI)\),

$$\sum_{j=1}^{n} |\gamma_j(z), \psi)|^2 = \sum_{j=1}^{n} |\delta_j(z), V^*\psi)|^2 = \|V^*\psi\|^2,$$

and since \(V^*\) is bounded above and below (because \(V\) is invertible), equation (2.10) follows.

Observe that if \(\vec{c} \in \mathbb{C}^n\) we have

$$\Gamma(\vec{c})\Gamma(\lambda)\vec{c} = (\langle\gamma_k(\lambda), \psi_c(z)\rangle)_{k=1}^{n},$$

where

$$\psi_c(z) = \sum_{k=1}^{n} \overline{\epsilon_k}\gamma_k(z) = \Gamma(\lambda)\vec{c}.$$  

Here \(\vec{c}\) denotes the component-wise complex-conjugate of the vector \(\vec{c}\). If \(\vec{c}\) has unit norm, then since \(\Gamma(\lambda) : \mathbb{C}^n \to \text{Ker}(T^* - \lambda I)\) is bounded and invertible, it follows that there are constants \(c(z), C(z) > 0\) such that

$$c(z) \leq \|\psi_c(z)\| \leq C(z), \quad \forall \vec{c} \in \mathbb{C}^n, \|\vec{c}\| = 1.$$  

Hence in order to prove that \(\Gamma(\vec{c})\Gamma(\lambda)\) is bounded below, it suffices to show, for any unit norm \(\psi(z) \in \text{Ker}(T^* - zI)\), that the sequence

$$\vec{b} := (\langle\gamma_k(\lambda), \psi(z)\rangle)_{k=1}^{n}$$

is bounded below in the norm of \(\mathbb{C}^n\).

Now suppose that both \(z\) and \(\lambda\) belong to \(\mathbb{C}_+\) or both belong to \(\mathbb{C}_-\) and assume that \(\Gamma(\vec{c})\Gamma(\lambda)\) is not bounded below. Then, by the discussion above, there exists a sequence of unit norm vectors \(\psi_k(z) \in \text{Ker}(T^* - zI)\), such that

$$\vec{b}_k := (\langle\gamma_j(\lambda), \psi_k(z)\rangle)_{j=1}^{n} \to 0$$

in \(\mathbb{C}^n\) norm as \(k \to \infty\). Let \(\phi_k = P\psi_k(z)\) be the projection of \(\psi_k(z)\) onto \(\text{Rng}(T - \lambda I) = \text{Ker}(T^* - \lambda I)^\perp\), where \(I - P\) is the projection onto \(\text{Ker}(T^* - \lambda I)\). Since we assume that the \(\psi_k(z)\) all have unit norm, we see that \(\|\phi_k\| = \|P\psi_k(z)\| \leq 1\) for all \(k\). Since \(\{\gamma_j(\lambda)\}_{j=1}^{n}\) is actually a Riesz basis for \(\text{Ker}(T^* - \lambda I)\), it can be shown that \(\psi_k(z) - \phi_k \to 0\) in norm as \(k \to \infty\) so that \(\|\phi_k\| \to 1\). To see this last fact note that by equation (2.10) there is a constant \(c > 0\) such that

$$\|\psi_k(z) - \phi_k\|^2 = \|(I - P)\psi_k(z)\|^2 \leq \frac{1}{c} \sum_{j} |\gamma_j(\lambda), (I - P)\psi_k(z))|^2$$

$$= \frac{1}{c} \sum_{j} |\gamma_j(\lambda), \psi_k(z))|^2.$$  


\[
\frac{1}{c}\|\bar{h}_k\|_{C^n}^2, \tag{2.12}
\]
which vanishes as \( k \to \infty \) by assumption.

Since \( \phi_k \in \text{Rng}(T - \lambda I) \), it follows that \( \phi_k = (T - \lambda I)\varphi_k \) for some sequence \( \varphi_k \in \mathcal{D}(T) \). Now consider
\[
(T - zI)\varphi_k = (T - \lambda I)\varphi_k - (z - \lambda)\varphi_k = \phi_k - (z - \lambda)\varphi_k. \tag{2.13}
\]
We want to show that this vanishes as \( k \to \infty \) and that \( \|\varphi_k\| \) is uniformly bounded below in norm. This will show that \( T - zI \) is not bounded below, contradicting the fact that \( z \in \mathbb{C} \setminus \mathbb{R} \) is a regular point for \( T \). Since \( \lambda \in \mathbb{C}^\pm \) is not in the spectrum of \( T \), and each eigenvector \( \psi_k(z) \) is an eigenvector of \( T \) corresponding to the eigenvalue \( z \), we can write
\[
(\lambda - z)^{-1}\varphi_k - \varphi_k = ((\lambda - z)^{-1} - (T_z - \lambda I)^{-1})\varphi_k = ((\lambda - z)^{-1} - (T_z - \lambda I)^{-1})(\phi_k - \psi_k(z)). \tag{2.14}
\]
This vanishes as \( k \to \infty \) since \( \psi_k(z) - \varphi_k \to 0 \) in norm. Moreover, by equation (2.13),
\[
\|z - \lambda\|\|\varphi_k\| \geq \|\varphi_k\| - \|(T - zI)\varphi_k\| \to 1,
\]
which shows that the \( \|\varphi_k\| \) are uniformly bounded below in norm. This implies \( T - zI \) is not bounded below, contradicting the assumption that \( z \in \mathbb{C} \setminus \mathbb{R} \).

The above proves that \( \Gamma(z)^*\Gamma(\lambda) \) is bounded below whenever \( z, \lambda \in \mathbb{C}_+ \). Since the adjoint of \( \Gamma(z)^*\Gamma(\lambda) \) is \( \Gamma(\lambda)^*\Gamma(z) \), and \( \Gamma(z)^*\Gamma(\lambda) \) is not onto if and only if its adjoint has non-zero kernel, this actually proves that \( \Gamma(z)^*\Gamma(\lambda) \) is invertible whenever \( z, \lambda \in \mathbb{C}_+ \) or \( z, \lambda \in \mathbb{C}_- \). □

**Remark 2.15.** The key point of this, perhaps overly formal, approach is that one is free to choose the model and is not restricted to the one given by the above Krein construction. We will give many examples, and take advantage, of this freedom below.

### 2.2. The model space

For a model \( \Gamma \) we now define an associated vector-valued Hilbert space of analytic functions \( H(\Gamma) \) associated with our underlying Hilbert space \( H \) on which \( T \) acts. For \( f \in H \) define
\[
\hat{f} : \mathbb{C} \setminus \mathbb{R} \to \mathcal{K}, \quad \hat{f}(\lambda) := \Gamma(\lambda)^*f,
\]
and
\[
H(\Gamma) := \left\{ \hat{f} : f \in H \right\}.
\]

**Proposition 2.16.** With an inner product on \( H(\Gamma) \) defined by
\[
(\hat{f}, \hat{g})_{H(\Gamma)} := \langle f, g \rangle_H,
\]
\( H(\Gamma) \) is a vector-valued reproducing kernel Hilbert space of analytic functions on \( \mathbb{C} \setminus \mathbb{R} \). Moreover, the reproducing kernel function for \( H(\Gamma) \) is
\[
K_\lambda(z) = \Gamma(z)^*\Gamma(\lambda),
\]
i.e., for any \( a \in \mathcal{K} \) and \( \hat{f} \in H(\Gamma) \),
\[
(\hat{f}(\lambda), a)_\mathcal{K} = \langle \hat{f}, K_\lambda(\cdot) a \rangle_{H(\Gamma)}. \tag{2.17}
\]
Proof. The only significant things to check here are that (i) $\|\hat{f}\|_{\mathcal{H}(\Gamma)} = 0$ if and only if $\hat{f}(\lambda) = 0$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$; and (ii) the reproducing kernel formula from (2.17).

Fact (i) follows from the fact that $T$ is simple. Indeed, for each $\lambda \in \mathbb{C} \setminus \mathbb{R}$,

$$\hat{f}(\lambda) := \Gamma(\lambda)^* f = 0 \iff f \in \text{Ker}(\Gamma(\lambda)^*) = \text{Rng}(T - \lambda I).$$

Thus if $\hat{f}(\lambda) = 0$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$, we use (1.2) to see that $f = 0$.

To prove (ii) let $\hat{f} \in \mathcal{H}(\Gamma)$ and $a \in K$. Then

$$\langle \hat{f}, K_{\lambda}(\cdot)a \rangle_{\mathcal{H}(\Gamma)} = \langle \Gamma(\cdot)^* f, \Gamma(\cdot)^* \Gamma(\lambda)a \rangle_{\mathcal{H}(\Gamma)} = \langle f, \Gamma(\lambda)a \rangle_{\mathcal{H}} = \langle \hat{f}(\lambda), a \rangle_K,$$

which proves the reproducing kernel formula in (2.17). \qed

**Proposition 2.18.** For $T \in \mathcal{S}_n(\mathcal{H})$ with model $\Gamma$, the operator $M_{\Gamma}$ on defined on $\mathcal{D}(M_{\Gamma}) := \{ \hat{f} \in \mathcal{H}(\Gamma) : z\hat{f} \in \mathcal{H}(\Gamma) \}$ by $M_{\Gamma}\hat{f} = z\hat{f}$ is densely defined and belongs to $\mathcal{S}_n(\mathcal{H}(\Gamma))$. Moreover, $M_{\Gamma}$ is unitarily equivalent to $T$.

Proof. Let $U : \mathcal{H} \to \mathcal{H}(\Gamma)$, $(Uf)(z) := \hat{f}(z) = \Gamma(z)^* f$ and note by Proposition 2.16 that $U$ is an isometric isomorphism. We need to show that if $\mathcal{D}(M_{\Gamma}) := \{ \hat{f} \in \mathcal{H}(\Gamma) : z\hat{f} \in \mathcal{H}(\Gamma) \}$

then

$$U\mathcal{D}(T) = \mathcal{D}(M_{\Gamma}),$$

and

$$UT = M_{\Gamma}U.$$ \hspace{1cm} (2.19)

Let us first show the $\supset$ containment in (2.19). Indeed let $Uf \in \mathcal{D}(M_{\Gamma})$, i.e., $zUf \in \mathcal{H}(\Gamma)$. Then for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$ the function

$$z \mapsto (z - \lambda)Uf$$

is a function in $\mathcal{H}(\Gamma)$ which is zero at $\lambda$ and so, using the fact from the proof of the previous proposition that

$$\hat{f}(z) = \Gamma(z)^* f = 0 \iff f \in \text{Rng}(T - zI),$$

we see that

$$(z - \lambda)Uf = Uf_{\lambda}$$

for some $f_{\lambda} \in \text{Rng}(T - \lambda I)$. Thus $f_{\lambda} = (T - \lambda I)g_{\lambda}$, where $g_{\lambda} \in \mathcal{D}(T)$. We now need to prove that $f = g_{\lambda}$. Indeed,

$$\begin{aligned}
(z - \lambda)\Gamma(z)^* f &= (z - \lambda)(Uf)(z) \\
&= (Uf_{\lambda})(z) \\
&= (U(T - \lambda I)g_{\lambda})(z) \\
&= \Gamma(z)^*(T - \lambda I)g_{\lambda} \\
&= \Gamma(z)^*((T - zI)g_{\lambda} + (z - \lambda)g_{\lambda})
\end{aligned}$$

(2.21)
\[= \Gamma(z)^* (T - zI)g_\lambda + (z - \lambda)\Gamma(z)^* g_\lambda\]

The last equality follows from (2.21). This means that \(\Gamma(z)^* f = \Gamma(z)^* g_\lambda\) for all \(z \in \mathbb{C} \setminus \mathbb{R}\). From (2.21) and the fact that \(T\) is simple (see (1.2)) it follows that \(f = g_\lambda\). Thus we have shown the \(\supset\) containment in (2.19).

For the \(\subset\) containment in (2.19), let \(f \in \mathcal{D}(T)\). Then for any \(z \in \mathbb{C} \setminus \mathbb{R}\),

\[(UTf)(z) = \Gamma(z)^*(T - zI)f + zf\]

\[= 0 + z\Gamma(z)^* f = M_T(\mathcal{U}f)(z).
\]

This proves the \(\subset\) containment in (2.19) along with the intertwining identity in (2.20).

\[\square\]

**Remark 2.22.** As mentioned earlier, we are not constrained by the Krein trick (2.9) in selecting our model \(\Gamma\) for \(T\). There are other methods of constructing a model. For example, when \(n < \infty\), we can use Grauert’s theorem, as was used to prove a related result for bounded operators in [9], to find an analytic vector-valued function

\[
\gamma(\lambda) := (\gamma(\lambda)_1, \cdots, \gamma(\lambda)_n),
\]

where \(\{\gamma(\lambda)_1, \cdots, \gamma(\lambda)_n\}\) is a basis for \(\text{Rng}(T - \lambda I)^\perp\). Then, if \(\{e_j\}_{j=1}^n\) is the standard basis for \(\mathbb{C}^n\), we can define our model for \(T\) to be

\[
\Gamma(\lambda) := \sum_{j=1}^n \gamma(\lambda)_j \otimes e_j. \tag{2.23}
\]

From here it is not difficult to compute the matrix representation for \(K_\lambda(z)\) in the standard \(\{e_i\}_{j=1}^n\) basis for \(\mathbb{C}^n\) as

\[
K_\lambda(z) = [\langle \gamma_i(\lambda), \gamma_j(\overline{\lambda}) \rangle]_{1 \leq i, j \leq n}. \tag{2.24}
\]

The alert reader might be worried about the verification of property (2.3), the invertibility of \(K_\lambda(z)\) for \(\lambda, z \in \mathbb{C}_+\) or \(\lambda, z \in \mathbb{C}_-\). Any model \(\Gamma\), the Krein model in particular, will take the form in (2.23). Any other model \(\tilde{\Gamma}\) must then take the form

\[
\tilde{\Gamma}(\lambda) := \sum_{j=1}^n \tilde{\gamma}(\lambda)_j \otimes e_j,
\]

where

\[
\tilde{\gamma}(\lambda)_j = \sum_{k=1}^n c_{k,j}(\lambda)\gamma(\lambda)_k.
\]

and the matrix \(C_\lambda := (c_{k,j}(\lambda))_{k,j}\) is invertible. One can now check that

\[
\tilde{K}_\lambda(z) = C_\lambda K_\lambda(z)C_\lambda^*.
\]

So, if, with the Krein model we have \(K_\lambda(z)\) is invertible for \(\lambda, z \in \mathbb{C}_+\) or \(\lambda, z \in \mathbb{C}_-\), then with any other model will also satisfy this property.

This Grauert’s trick will help us avoid dealing with the self-adjoint extensions and the resolvents in Krein’s formula (2.8), which, as mentioned earlier, can be difficult to compute.
3. **Examples**

3.1. **Differentiation.** Consider the simple differential operator $Tf = if'$ defined densely on $L^2[−\pi, \pi]$ with domain $\mathcal{D}(T)$ the Sobolev space of absolutely continuous functions $f$ on $[−\pi, \pi]$ with $f' \in L^2[−\pi, \pi]$ and $f(−\pi) = f(\pi) = 0$. Simple integration by parts will show that $T$ is symmetric and closed. Furthermore, $\mathcal{D}(T^*)$ consists of the absolutely continuous functions $f$ on $[−\pi, \pi]$ with $f' \in L^2[−\pi, \pi]$. This is quite standard and can be found in many functional analysis books.

Observe, for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$, that

$$\text{Ker}(T^* - \lambda I) = \{ f \in \mathcal{D}(T^*) : if' = \lambda f \} = \mathbb{C} e^{-i\lambda t}$$

and so the deficiency indices are both equal to one. Moreover, $T$ satisfies the simplicity condition (1.2) since

$$\bigvee_{\lambda \notin \mathbb{R}} \text{Ker}(T^* - \lambda I) = \bigvee_{\lambda \notin \mathbb{R}} e^{-i\lambda t} = L^2[-\pi, \pi]$$

via the Stone-Weierstrass theorem. Thus $T \in S_1(L^2[-\pi, \pi])$. Define

$$\gamma(\lambda) := e^{-i\lambda t}, \quad \Gamma(\lambda) := \gamma(\lambda) \otimes 1.$$ 

For $f \in L^2[-\pi, \pi]$ we have

$$\hat{f}(\lambda) = \Gamma(\lambda)^* f = \int_{-\pi}^\pi f(t) e^{i\lambda t} dt.$$ 

Thus our Hilbert space of analytic functions $\mathcal{H}(\Gamma)$ is one of the classical Paley-Wiener spaces [11]. From here it follows that $T$ is unitarily equivalent to multiplication by the independent variable on the Paley-Wiener space. A computation will show that

$$K_\lambda(z) = \int_{-\pi}^\pi e^{-itz} e^{i\lambda t} dt = \frac{2 \sin(\pi(z - \lambda))}{z - \lambda}.$$ 

3.2. **Double differentiation.** Now consider the double differentiation operator $Tf = -f''$ initially defined on the set $C_0^\infty(0, \infty)$ (smooth functions with compact support in $(0, \infty)$) and extend the domain of $T$ to the closure of $C_0^\infty(0, \infty)$ in the norm $\|f''\|_{L^2}$ which will be some Sobolev space. This domain $\mathcal{D}(T)$ is clearly dense in $L^2(0, \infty)$ and a simple computation with integration by parts will show that $T$ is symmetric and closed.

Note that $\mathcal{D}(T^*)$ contains $C^\infty(0, \infty) \cap L^2(0, \infty)$ and moreover, $T$ has deficiency indices equal to one since

$$\text{Ker}(T^* - \lambda) = \{ f \in \mathcal{D}(T^*) : -f'' = \lambda f \} = \mathbb{C} e^{\pm i\sqrt{\lambda} t}.$$ 

Note that, depending on whether $\exists \lambda > 0$ or $\exists \lambda < 0$, only one of the solutions $e^{\pm i\sqrt{\lambda} t}$ will belong to $L^2(0, \infty)$. Denote this solution by

$$e^{i\epsilon_\lambda \sqrt{\lambda} t},$$

where $\epsilon_\lambda = 1$ if $\exists \lambda > 0$ and $\epsilon_\lambda = -1$ if $\exists \lambda < 0$. Furthermore, one can check, using duality, that

$$\bigvee_{\lambda \notin \mathbb{R}} \text{Ker}(T^* - \lambda) = L^2(0, \infty)$$

and so $T \in S_1(L^2(0, \infty))$. As in the previous example, we can define

$$\gamma(\lambda) := e^{i\epsilon_\lambda \sqrt{\lambda} t}, \quad \Gamma(\lambda) := \gamma(\lambda) \otimes 1.$$ 

From here, for \( f \in L^2(0, \infty), \)
\[
\widehat{f}(\lambda) = \int_0^\infty f(t) e^{-i\lambda \sqrt{t}} dt.
\]
The kernel function is
\[
K_\lambda(z) = \int_0^\infty e^{-i\epsilon_\lambda \sqrt{t}} e^{i\lambda \sqrt{t}} dt = \frac{-i}{\epsilon_z \sqrt{z} - \epsilon_\lambda(z)^2}.
\]

3.3. **Sturm-Liouville operators.** In this example we will consider second-order Sturm-Liouville differential operators on intervals \( I = [a, b] \subset \mathbb{R}. \) A good reference for this is [SS]. In particular, this will include Schrödinger operators as a special case. Suppose that \( p \geq 0, \) and \( q \) are real-valued functions on \( I \) such that \( 1/p \) and \( q \) are locally \( L^1 \) functions on \( (a, b), \) i.e., they belong to \( L^1 \) of any compact subset of \( (a, b). \) Define the dense domain
\[
\mathcal{D}(H(p, q, I)^*) := \{ f \in L^2(I) \mid f, pf' \in L^1_{\text{loc}}(I) \text{ and } -(pf')' + qf \in L^2[a, b] \},
\]
and then define
\[
H(p, q, I)^* f = -(pf')' + qf, \quad f \in \mathcal{D}(H(p, q, I)^*).
\]
The theory of [SS] Section 17 shows that
\[
H(p, q, I) := (H(p, q, I)^*)^*
\]
belongs to \( \mathcal{S}_n(L^2[a, b]), \) where \( n \) is either 0, 1, or 2, depending on the properties of \( p \) and \( q. \) Furthermore, \( H(p, q, I)^* \) is its adjoint. Although it is non-trivial, it can be shown that \( H(p, q, I) \) is simple whenever it has indices \( (1, 1) \) or \( (2, 2) \) [17] [18], and hence \( H(p, q, I) \) is either simple or self-adjoint. Recall here that any closed symmetric linear operator with indices \( (0, 0) \) is self-adjoint.

Fix an interior point \( x_0 \in I \) and given any \( z \in \mathbb{C} \) let \( u_z \) and \( v_z \) be solutions to the ordinary differential equation,
\[
-(pf')' + qf = zf,
\]
which satisfy
\[
\begin{pmatrix}
u_z(x_0) & p(x_0) u_z'(x_0) \\ v_z(x_0) & p(x_0) v_z'(x_0)
\end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]
Using the method of Picard iterates, typically used to prove the existence-uniqueness theorem for ordinary differential equations, it is not difficult to show that for any fixed \( x \in (a, b), \) the solutions \( u_z(x), v_z(x) \) are entire functions of \( z \) (see for example [23] Section 2.3 or [SS] pgs. 51-56)). It follows that whenever \( u_z, v_z \) belong to \( L^2(I), \) they are entire \( L^2(I)\)-valued functions. Now suppose that \( H(p, q, I) \) has deficiency indices \( (2, 2). \) This happens, for example, if both \( a, b \) are finite and \( q, 1/p \in L^1[a, b] \) [SS] Section 17. In this case both \( u_\lambda, v_\lambda \) belong to \( L^2(I) \) for all \( \lambda \in \mathbb{C} \) (when \( \lambda \in \mathbb{R} \) this is not obvious, but still true [SS] Theorem 4, Section 19.4)) and it follows that for any \( z \in \mathbb{C}, \)
\[
\ker(H(p, q, I)^* - zI) = \bigvee \{u_z, v_z\},
\]
and so we can define \( \gamma_1(z) = u_z, \gamma_2(z) = v_z, \) and then for each \( z \in \mathbb{C} \setminus \mathbb{R}, \) if \( \{e_1\}_{i=1}^2 \) is the standard orthonormal basis of \( \mathbb{C}^2, \) \( \Gamma(z) : \mathbb{C}^2 \to \ker(\tilde{H}(p, q, I)^* - \tau I) \) defined by
\[
\Gamma(z) := \gamma_1(\bar{z}) \otimes e_1 + \gamma_2(\bar{z}) \otimes e_2,
\]
is a valid choice of model for \( H(p, q, I) \). Moreover, it follows from equation (2.24) that \( \mathcal{H}(\Gamma) \) has reproducing kernel:

\[
K_\lambda(z) = \left( \begin{array}{cc}
\int_I w_\lambda(x) \frac{u_\lambda(x)}{\sqrt{x}} dx & \int_I w_\lambda(x) \frac{\sqrt{x}}{u_\lambda(x)} dx \\
\int_I w_\lambda(x) \frac{\sqrt{x}}{u_\lambda(x)} dx & \int_I w_\lambda(x) \frac{u_\lambda(x)}{\sqrt{x}} dx
\end{array} \right).
\]

For a concrete example consider \( p = 1 \) and \( q(t) = V(t) = \frac{1}{2t^2} \). Then

\[
H_V := H(1, V, [0, b])
\]
is a symmetric operator acting on its appropriate domain in \( L^2[0, b] \). We will consider the two cases where (i) \( b < \infty \) and (ii) \( b = \infty \). For the first case, as discussed above, the theory of [33] implies that \( H_V \) has deficiency indices \((2, 2)\) and the above calculations apply. We will, however, compute the deficiency indices and subspaces directly for this example, and obtain a model for \( H_V \) with explicit formulas in terms of Hankel and Bessel functions. Choosing \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), two linearly independent solutions to the differential equation

\[-f''(t) + \frac{1}{2t^2} f(t) = \lambda f(t)\]
is

\[
u_\lambda(t) = \sqrt{\lambda} H^{(1)}_{\sqrt{\lambda}}(\sqrt{\lambda} t)
\]
and

\[
u_\lambda(t) = \sqrt{\lambda} H^{(1)}_{\sqrt{\lambda}}(\sqrt{\lambda} t),
\]
where the \( H^{(i)} \), \( i = 1, 2 \), are Hankel functions of the first and second kind [1], and \( \sqrt{\lambda} \) is chosen to be such that \( 0 < \arg(\sqrt{\lambda}) < \frac{\pi}{2} \) when \( \lambda \in \mathbb{C}_+ \) and \( \pi < \arg(\sqrt{\lambda}) < \frac{5\pi}{2} \) when \( \lambda \in \mathbb{C}_- \).

One can verify [11] that the Bessel-\( J \) and Bessel-\( Y \) functions behave asymptotically as

\[
J_\nu(t) \sim \frac{1}{\Gamma(\nu + 1)} \left( \frac{t}{2} \right)^\nu, \quad Y_\nu(t) \sim \frac{-\Gamma(\nu)}{\pi} \left( 2t \right)^\nu,
\]
for small \( t \). Here \( \Gamma \) denotes the Euler gamma function. Since the Hankel functions satisfy \( H^{(i)}_{\nu} = J_\nu + (-1)^{i+1} Y_\nu \), it follows that in the case (i) where \( b < \infty \), both solutions \( \nu_\lambda, \nu_\lambda \) belong to \( L^2[0, b] \), and hence they both belong to \( \text{Ker}(H^*_V - \lambda I) \).

We conclude that the deficiency indices of \( H_V \) are \((2, 2)\). Both solutions \( \nu_\lambda \) and \( \nu_\lambda \) are analytic as functions of \( \lambda \) in \( \mathbb{C} \setminus \mathbb{R} \), and so we can choose \( \gamma_1(\lambda) = \nu_\lambda \) and \( \gamma_2(\lambda) = \nu_\lambda \). Then if \( \{e_k\}_{k=1}^2 \) denotes the standard basis for \( \mathbb{C}^2 \),

\[
\Gamma(\lambda) = \gamma_1(\lambda) \otimes e_1 + \gamma_2(\lambda) \otimes e_2,
\]
is a valid choice of model for \( H_V \).

By equation (2.24), the reproducing kernel for \( \mathcal{H}(\Gamma) \) is

\[
K_\lambda(z) = \left( \begin{array}{cc}
\int_0^b t H^{(1)}_{\frac{\sqrt{\lambda}}{2}} \left( \sqrt{\lambda} z t \right) H^{(1)}_{\frac{\sqrt{\lambda}}{2}} \left( \frac{\sqrt{\lambda}}{2} z t \right) dt & \int_0^b t H^{(1)}_{\frac{\sqrt{\lambda}}{2}} \left( \sqrt{\lambda} z t \right) H^{(2)}_{\frac{\sqrt{\lambda}}{2}} \left( \frac{\sqrt{\lambda}}{2} z t \right) dt \\
\int_0^b t H^{(2)}_{\frac{\sqrt{\lambda}}{2}} \left( \sqrt{\lambda} z t \right) H^{(1)}_{\frac{\sqrt{\lambda}}{2}} \left( \frac{\sqrt{\lambda}}{2} z t \right) dt & \int_0^b t H^{(2)}_{\frac{\sqrt{\lambda}}{2}} \left( \sqrt{\lambda} z t \right) H^{(2)}_{\frac{\sqrt{\lambda}}{2}} \left( \frac{\sqrt{\lambda}}{2} z t \right) dt
\end{array} \right).
\]

Now consider the second case where \( b = \infty \). The Hankel functions have the asymptotic behavior

\[
H^{(i)}_\nu(\sqrt{\lambda} t) \sim \sqrt{\frac{2}{\pi \sqrt{\lambda} t}} e^{(-1)^{i+1} i (\sqrt{\lambda} t - \frac{\nu^2}{2} - \frac{\nu^2}{4})}
\]
as \( t \to \infty \) \[1\]. It follows that for any \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), one of the solutions \( u_\lambda, v_\lambda \) is square integrable on \([0, \infty)\) and one is not. More precisely, \( u_\lambda \) is square integrable when \( \lambda \in \mathbb{C}_+ \) while \( v_\lambda \) is square integrable if \( \lambda \in \mathbb{C}_- \). This shows that in this case \( H_V \) has deficiency indices \((1,1)\), and so if we define

\[
\gamma(\lambda) = \begin{cases} 
  u_\lambda & \lambda \in \mathbb{C}_+ \\
  v_\lambda & \lambda \in \mathbb{C}_-
\end{cases},
\]

and \( \Gamma(\lambda) := \gamma(\lambda) \otimes e_1 \), then \( \Gamma \) is a model for \( H_V \), and the reproducing kernel for \( H(\Gamma) \) is

\[
K_\lambda(z) = \begin{cases} 
  \int_0^\infty tH_\lambda^{(1)} \left( \frac{\lambda}{2}+it \right) H_\lambda^{(1)} \left( \frac{\lambda}{2}+itz \right) dt & \lambda, z \in \mathbb{C}_+ \\
  \int_0^\infty tH_\lambda^{(1)} \left( \frac{\lambda}{2}+it \right) H_\lambda^{(1)} \left( \frac{\lambda}{2}+itz \right) dt & \lambda \in \mathbb{C}_+ \quad z \in \mathbb{C}_- \\
  \int_0^\infty tH_\lambda^{(2)} \left( \frac{\lambda}{2}+it \right) H_\lambda^{(2)} \left( \frac{\lambda}{2}+itz \right) dt & \lambda \in \mathbb{C}_- \quad z \in \mathbb{C}_+ \\
  \int_0^\infty tH_\lambda^{(2)} \left( \frac{\lambda}{2}+it \right) H_\lambda^{(2)} \left( \frac{\lambda}{2}+itz \right) dt & \lambda, z \in \mathbb{C}_-
\end{cases}
\]

### 3.4. Unbounded Toeplitz operators

Let \( H^2 \) denote the classical Hardy space of the open unit disk \( \mathbb{D} := \{ |z| < 1 \} \) with inner product

\[
\langle f, g \rangle := \frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta})\overline{g(e^{i\theta})} d\theta.
\]

Note how we equate, as is customary, a Hardy space function (analytic on \( \mathbb{D} \)) with its almost everywhere define \( L^2(\partial\mathbb{D}) \) radial boundary values on the unit circle \( \partial\mathbb{D} \).

Note that \( H^2 \) is a reproducing kernel Hilbert space with Cauchy kernel

\[
k_z(\zeta) = \frac{1}{1-\zeta z},
\]

i.e.,

\[
f(z) = \langle f, k_z \rangle_{H^2}, \quad \forall f \in H^2, \ z \in \mathbb{D}.
\]

Let \( H^\infty \) denote the bounded analytic functions on \( \mathbb{D} \) and \( N^+ \) denote the Smirnov functions, i.e., the algebra of analytic functions \( f \) on \( \mathbb{D} \) which can be written as \( f = g/h \), where \( g, h \in H^\infty \) and \( h \) is an outer function. We refer the reader to the well-known texts \[12\] \[13\] for a reference on all of this.

By a result of Sarason \[12\], one can write each \( g \in N^+ \) as

\[
g = \frac{b}{a}; \quad a, b \in H^\infty, a(0) > 0, \ a \text{ outer}, \ |a(e^{i\theta})|^2 + |b(e^{i\theta})|^2 = 1 \ \text{a.e.} \cdot \theta.
\]

If \( g \) is a rational function then so are \( a \) and \( b \). Since \( a \) is an outer function, the set \( aH^2 \) is dense in \( H^2 \) and one can define a Toeplitz operator \( T_g \) on \( \mathcal{D}(T_g) = aH^2 \) by

\[
T_g f = gf.
\]

In \[12\] it is shown that \( T_g \) is a densely defined closed operator. If \( g \) is also real-valued almost everywhere on \( \partial\mathbb{D} \), then, by the definition of the inner product on \( H^2 \) from \[10\], \( T_g \) is a closed symmetric operator.

Let \( N^+_R \) denote the Smirnov functions which are real valued on the unit circle. Helson \[20\] \[21\] shows that \( g \in N^+_R \) if and only if there are inner functions \( p, q \) with \( p - q \) outer such that

\[
g = \frac{q + p}{q - p}.
\]
The inner functions $p$ and $q$ in the above representation are unique up to constant factors. Furthermore, the deficiency indices for $T_g$, $g \in N^+_R$, are finite if and only if $g$ is a rational function and Helson was able to construct examples of $g$ for which the defect indices are any pair $(m, n)$, $m, n \in \mathbb{N} \cup \{\infty\}$. Indeed, let $\nu$ be an real signed atomic measure on $\partial \mathbb{D}$ with $m$ point masses which are positive and $n$ which are negative. The function

$$g(z) := i \int \frac{\zeta + z}{\zeta - z} d\nu(\zeta)$$

belongs to $N^+_R$ and the deficiency indices of $T_g$ are $(m, n)$.

If $g$ takes the form (3.3) then

$$g - i = p \frac{2i}{q - p}, \quad g + i = q \frac{2i}{q - p}$$

and so $p$ is the inner factor of $g - i$ while $q$ is the inner factor of $g + i$. Thus

$$\text{Rng}(T_g - iI)^\perp = (pH^2)^\perp, \quad \text{Rng}(T_g + iI)^\perp = (qH^2)^\perp.$$

It is well-known that these spaces have dimension equal to the order of the inner functions $p$ and $q$. Hence, $T_g \in \mathcal{S}_n(H^2)$ when $g \in N^+_R$ and $p$ and $q$ are inner functions of equal order.

**Remark 3.4.** This brings up the interesting question as to when, for two inner functions $p$ and $q$ that are Blaschke products of order $n$, the condition $p - q$ is outer implies that $p$ and $q$ do not share any zeros. One might be tempted to believe the converse. Unfortunately this is not true. Take two different $n$-th roots on unity $\zeta, \xi$ and $0 < a < 1$. The inner functions

$$p(z) = \left( \frac{z - a\zeta}{1 - a\zeta z} \right)^n, \quad q(z) = \left( \frac{z - a\xi}{1 - a\xi z} \right)^n$$

have distinct zeros $a\zeta \neq a\xi$. But $p(0) - q(0) = 0$ and $p - q$ is not outer.

From the well-known identity

$$T_g^*k_z = g(z)k_z,$$

we see that if $T_g \in \mathcal{S}_n(H^2)$ then $g$ must be univalent. Moreover, we have

$$\text{Ker}(T_g^* - \lambda I) = \mathbb{C}k_{g^{-1}(-\lambda)}.$$
Proposition 3.5. Suppose \( M \) is self-adjoint. Consider the operator \( L \) in \( B \). Then \( L \) is dense in \( \sup B \).

Proof. Notice the difference between \( M \) defined on \( H \) and \( \Gamma(\lambda) = \gamma_1(\lambda) \otimes e_1 + \gamma_2(\lambda) \otimes e_2 \).

In this case the kernel function turns out to be

\[
K_\lambda(z) = \begin{pmatrix}
\frac{1}{1-g^{-1}(\lambda)^2} & \frac{1}{1-g^{-1}(-\lambda)^2} \\
1-g^{-1}(\lambda)^2 g^{-1}(\sqrt{\lambda}) & 1-g^{-1}(-\lambda)^2 g^{-1}(\sqrt{-\lambda})
\end{pmatrix},
\]

and the corresponding \( H^2(\Gamma) \) space is the set of functions of the form

\[
\hat{f}(\lambda) = (f(g^{-1}(\sqrt{\lambda})), f(g^{-1}(-\sqrt{\lambda}))), \quad f \in H^2.
\]

3.5. Multiplication by the independent variable on a Lebesgue space.

Suppose \( \mu \) is a positive Borel measure on \( \mathbb{R} \) such that

\[
\mu(\mathbb{R}) = \infty \quad \text{and} \quad \int \frac{1}{1+x^2} d\mu(x) < \infty.
\]

It is well-known that the operator \( (M^\mu f)(x) = xf(x) \), defined densely on

\[
\mathcal{D}(M^\mu) := \{f \in L^2(\mu) : xf \in L^2(\mu)\},
\]

is self-adjoint. Consider the operator \( M_\mu \) defined as \( M^\mu \) restricted to

\[
\mathcal{D}(M_\mu) := \left\{ f \in L^2(\mu) : xf \in L^2(\mu), \int f d\mu = 0 \right\}.
\]

Notice the difference between \( M^\mu \), which is self-adjoint, and \( M_\mu \), which is symmetric but not self-adjoint.

**Proposition 3.5.** For a positive Borel measure \( \mu \) on \( \mathbb{R} \) with \( \int \frac{1}{1+x^2} d\mu(x) < \infty \), the operator \( M_\mu \) is densely defined if and only if \( \mu(\mathbb{R}) = \infty \).

We start with the following technical lemma from functional analysis.

**Lemma 3.6.** Suppose \( B \) is a dense linear manifold in \( L^2(\mu) \) and \( \ell \) is a linear functional defined on \( B \) such that there exists a sequence of unit vectors \( \{f_n\}_{n \geq 1} \) in \( B \) such that \( \ell(f_n) \neq 0 \) and \( \ell(f_n) \to \infty \) as \( n \to \infty \). Then the linear manifold

\[
\{f \in B : \ell(f) = 0\}
\]

is dense in \( L^2(\mu) \).

**Proof.** Suppose \( \lambda \) is a bounded linear functional on \( L^2(\mu) \) with

\[
\lambda(\{f : \ell(f) = 0\}) = 0.
\]

Then

\[
\lambda \left( f - \frac{\ell(f)}{\ell(f_n)} f_n \right) = 0 \quad \forall f \in B.
\]

As \( n \to \infty \) we use the fact that \( \|f_n\| = 1 \) and \( \ell(f_n) \to \infty \) to see that \( \lambda(f) = 0 \) for all \( B \) and so, by and Hahn-Banach theorem, \( \lambda \equiv 0 \).
Proof of Proposition 3.5. Let us show that
\[ D(M\mu) = \left\{ f \in L^2(\mu) : tf \in L^2(\mu), \int f(t)d\mu(t) = 0 \right\} \]
is dense in \( L^2(\mu) \) if and only if \( \mu(\mathbb{R}) = \infty \). Suppose that \( \mu(\mathbb{R}) < \infty \). Then \( \mathbb{C} \subset L^2(\mu) \) and \( D(M\mu) \subset \mathbb{C}^\perp \) and so \( D(M\mu) \) is not dense in \( L^2(\mu) \). Now suppose that \( \mu(\mathbb{R}) = \infty \). If \( f \in L^2(\mu) \) and \( tf \in L^2(\mu) \) then
\[
\int |f(t)|d\mu(t) = \int |f(t)|(1 + |t|) \frac{1}{1 + |t|}d\mu(t) \\
\leq \left( \int |f(t)|^2(1 + t^2)d\mu(t) \right)^{1/2} \left( \int \frac{1}{1 + t^2}d\mu(t) \right)^{1/2} \\
< \infty.
\]
Thus the linear functional
\[ f \mapsto \int f(t)d\mu(t) \]
is defined on \( \{ f \in L^2(\mu) : tf \in L^2(\mu) \} \). This last set is dense in \( L^2(\mu) \) since it contains the smooth functions with compact support. But since \( \mu(\mathbb{R}) = \infty \), this linear functional satisfies the hypothesis of Lemma 3.6 (Indeed just take \( f_n \in C_0^\infty(\mathbb{R}) \), \( f_n \geq 0 \) with \( f_n = 1 \) on \( [-N,N] \) in Lemma 3.6, and so \( D(M\mu) \) is dense in \( L^2(\mu) \).

For \( g \in D(M\mu) \) observe that
\[ 0 = \int gd\mu = \int g(x)(x - \lambda) \frac{1}{x - \lambda}d\mu(x) \]
and so \( \frac{1}{x - \lambda} \in \text{Rng}(M\mu - \lambda I)^\perp \). A little exercise will show that indeed
\[ \text{Rng}(M\mu - \lambda I)^\perp = \mathbb{C} \frac{1}{x - \lambda} \]
and thus \( M\mu \in \mathcal{S}_1(L^2(\mu)) \). Notice that
\[ \gamma(\lambda) = \frac{1}{x - \lambda}, \quad \Gamma(\lambda) = \gamma(\lambda) \otimes 1 \]
and thus
\[ K_\lambda(z) = \int \frac{1}{(x - z)(x - \lambda)}d\mu(x) \]
and
\[ \hat{f}(\lambda) = \int \frac{f(x)}{x - \lambda}d\mu(x), \quad f \in L^2(\mu). \]
Thus \( M\mu \) is unitarily equivalent to \( M\Gamma \) (multiplication by the independent variable) on the space of Cauchy transforms of \( L^2(\mu) \) functions.

We point out that there is a version of all this when \( \mu \) is a positive matrix-valued measure on \( \mathbb{R} \) which will be explored later on.
3.6. **Multiplication by the independent variable on a deBranges-Rovnyak space.** Let \( H^2_K \) denote the Hardy space of analytic \( K \)-valued functions on the upper half-plane \( \mathbb{C}_+ \). These are the analytic functions \( f : \mathbb{C}_+ \rightarrow K \) such that

\[
\sup_{y > 0} \int_{-\infty}^{\infty} \|f(x + iy)\|_K^2 \, dx < \infty.
\]

It is well known that these functions have non-tangential boundary values almost everywhere on \( \mathbb{R} \) such that

\[
\int_{-\infty}^{\infty} \|f(x)\|_K^2 \, dx < \infty.
\]

The above quantity determines an inner product \( \langle \cdot, \cdot \rangle \) on \( H^2_K \). Given any contractive analytic \( B(K) \)-valued function \( \Theta \), one can define the de Branges-Rovnyak space \( \mathcal{K}(\Theta) \) as the range of the operator

\[
R_\Theta := (I - T_\Theta T_\Theta^*)^{1/2},
\]

where the inner product \( \langle \cdot, \cdot \rangle_\Theta \) on \( \mathcal{K}(\Theta) \) is defined so that \( R_\Theta \) acts as a co-isometry of \( H^2_K \) onto \( \mathcal{K}(\Theta) \). In other words, if at least one of \( f, g \in H^2_K \) are orthogonal to \( \text{Ker}(R_\Theta) \) then

\[
\langle R_\Theta f, R_\Theta g \rangle_\Theta = \langle f, g \rangle.
\]

In (3.7),

\[
T_\Theta := P_{H^2_K} M_\Theta |H^2_K|
\]

is a Toeplitz operator, \( M_\Theta \) is multiplication by \( \Theta \) acting on \( L^2_K \)-the Hilbert space of \( K \)-valued functions which are square integrable with respect to Lebesgue measure on \( \mathbb{R} \), and \( P_{H^2_K} \) is the orthogonal projection from \( L^2_K \) onto \( H^2_K \). Note that \( T_\Theta \) is a contraction and so \( R_\Theta \) makes sense (and is a contraction). Note also that when \( \Theta \) is inner, i.e., \( \Theta(x) \) is unitary for almost every \( x \in \mathbb{R} \), then the deBranges-Rovnyak space \( \mathcal{K}(\Theta) \) becomes the classical model space \( H^2_K \ominus \Theta H^2_K \) in the upper half plane \[34, 35, 36\].

If \( \{e_k\}_{k=1}^n \) is an orthonormal basis for \( K \), then it follows that finite linear combinations of the reproducing kernel vectors

\[
\delta^{(j)}(w) := \frac{1}{2\pi i w - z} e_j, \quad 1 \leq j \leq n,
\]

form a dense set in \( H^2_K \). Since \( \mathcal{K}(\Theta) \) is contractively contained in \( H^2_K \) (this follows because the operator \( R_\Theta \) is a contraction), it follows that given any \( 1 \leq j \leq n \) and \( z \in \mathbb{C}_+ \), the point evaluation linear functional \( l^{(j)} \) defined by

\[
l^{(j)}(f) = \langle f(z), e_j \rangle_K,
\]

is well-defined and bounded on \( \mathcal{K}(\Theta) \). From the Riesz representation theorem, there is a point evaluation or reproducing kernel vector \( \sigma^{(j)}_z \in \mathcal{K}(\Theta) \) such that for any \( h \in \mathcal{K}(\Theta) \),

\[
\langle h(z), e_j \rangle_K = l^{(j)}(h) = \langle h, \sigma^{(j)}_z \rangle_\Theta.
\]

To compute \( \sigma^{(j)}_z \), consider the fact that if \( h = R_\Theta f \in \mathcal{K}(\Theta) \) for some \( f \in H^2_K \), then

\[
\langle h(z), e_j \rangle_K = \langle h, \delta^{(j)}_z \rangle = \langle R_\Theta f, \delta^{(j)}_z \rangle = \langle f, R^*_\Theta \delta^{(j)}_z \rangle = \langle h, R^*_\Theta R^*_\Theta \delta^{(j)}_z \rangle_\Theta.
\]

(3.8)
This computation shows that
\[ \sigma^{(j)}_\Theta(z) = R_\Theta R^*_\Theta \delta^{(j)}_\Theta = (I - T_\Theta T^*_\Theta) \delta^{(j)}_\Theta. \]

An easy calculation shows \( T^*_\Theta \delta^{(j)}_\Theta = \Theta(z)^* \delta^{(j)}_\Theta \), and so it follows that
\[ \sigma^{(j)}_\Theta(z) = \frac{i}{2\pi} \frac{I - \Theta(z)\Theta^*(\lambda)}{z - \lambda} e_j, \]

and hence the reproducing kernel operator on \( \mathcal{H}(\Theta) \) is
\[ \Delta^\Theta_w(z) := \frac{i}{2\pi} \frac{I - \Theta(z)\Theta(w)^*}{z - w}; \quad w, z \in \mathbb{C}. \] (3.9)

Moreover, finite linear combinations of
\[ \sigma^{(j)}_w = \Delta^\Theta_w e_j, \quad w \in \mathbb{C}_+, 1 \leq j \leq n, \]

are dense in \( \mathcal{H}(\Theta) \).

Let \( H^\infty_{\mathcal{K}} \) be the Banach space of all bounded analytic \( B(\mathcal{K}) \)-valued functions on \( \mathbb{C}_+ \) (with the supremum norm), and
\[ \mathcal{B}_\mathcal{K} := \{ f \in H^\infty_{\mathcal{K}} : \| f \|_{\infty} \leq 1 \} \]
be the closed unit ball in \( H^\infty_{\mathcal{K}} \). A function \( f \in \mathcal{B}_\mathcal{K} \) is an extreme point of \( \mathcal{B}_\mathcal{K} \) if \( f \) does not belong to the interior of a line segment lying in \( \mathcal{B}_\mathcal{K} \). Equivalently, \( f \in \mathcal{B}_\mathcal{K} \) is extreme if \( f \pm g \in \mathcal{B}_\mathcal{K} \), where \( g \in H^\infty_{\mathcal{K}} \) implies \( g \equiv 0 \).

If \( \theta \) is a contractive matrix-valued analytic function on the open unit disk \( \mathbb{D} \) and \( \vec{x} \in \mathbb{C}^n \), we say that \( \theta \vec{x} \) has an angular derivative in the sense of Carathéodory at \( \zeta \in \partial \mathbb{D} \) if \( \theta \vec{x} \) has a non-tangential limit \( \theta(\zeta) \vec{x} \) at \( \zeta \), \( \| \theta(\zeta) \vec{x} \| = \| \vec{x} \| \), and the non-tangential limit of \( \theta' \vec{x} \) exists at \( \zeta \). Existence of angular derivatives relates to non-tangential limits of functions in model and de Branges-Rovnyak spaces [32, 38, 41].

From [32] we know the following.

**Theorem 3.10.** If \( \Theta \in \mathcal{B}_{\mathbb{C}^n} \) is an extreme point then \( Z_\Theta f := zf \), defined on
\[ \mathcal{D}(Z_\Theta) := \{ f \in \mathcal{H}(\Theta) : zf \in \mathcal{H}(\Theta) \}, \]
is a closed symmetric operator with deficiency indices \( (n, n) \). Moreover, \( Z_\Theta \) is densely defined if and only if \( (\Theta \circ b^{-1})\vec{k} \) does not have a finite angular derivative at \( z = 1 \) for any \( \vec{k} \in \mathbb{C}^n \). In this case \( Z_\Theta \in \mathcal{S}_n(\mathcal{H}(\Theta)) \).

For the sake of simplicity, let us discuss, as in our previous examples, the model space for \( Z_\Theta \) when \( Z_\Theta \in \mathcal{S}_1(\mathcal{H}(\Theta)) \), i.e., \( \Theta \) is scalar valued. In this case the kernel functions for \( \mathcal{H}(\Theta) \) are
\[ \Delta^\Theta_{\lambda}(z) = \frac{i}{2\pi} \frac{1 - \Theta(z)\Theta(\lambda)}{z - \lambda}, \quad z, \lambda \in \mathbb{C}_+. \]

Notice that
\[ Z_\Theta^* \Delta^\Theta_{\lambda} = \overline{\lambda} \Delta^\Theta_{\lambda}, \quad \lambda \in \mathbb{C}_+. \] (3.11)

Thus
\[ \text{Rng}(Z_\Theta - \lambda I)^\perp = \mathbb{C} \Delta^\Theta_{\lambda}, \quad \lambda \in \mathbb{C}_+. \]

To complete the picture we need to compute \( \text{Rng}(Z_\Theta - \lambda I)^\perp \) when \( \lambda \in \mathbb{C}_- \). Notice the complication here in using the identity in [31] since \( \Delta^\Theta_{\lambda} \) is not defined when \( \lambda \in \mathbb{C}_- \).

By results from [31] there exists a conjugation \( C_\Theta : \mathcal{H}(\Theta) \to \mathcal{H}(\Theta) \), i.e., \( C_\Theta \)

is an involutive, isometric and conjugate linear operator defined by \( C_\Theta f = \Theta \circ \ast \).
We also have a formula for the reproducing kernel $K$ unitarily equivalent to $M \in f$ boundary values are equal to $\Theta(x)$ almost everywhere. Moreover, $C_\Theta$ maps $\mathcal{D}(Z_\Theta)$ to itself, commutes with $Z_\Theta$, and satisfies

$$C_\Theta \text{Rng}(Z_\Theta - \lambda I)^\perp = \text{Rng}(Z_\Theta - \lambda I)^\perp, \quad \lambda \in \mathbb{C} \setminus \mathbb{R},$$

as well as

$$C_\Theta \Delta_\Theta^\Theta = \frac{1}{2\pi i} \frac{\Theta(z) - \Theta(\lambda)}{z - \lambda}.$$

Therefore,

$$\text{Rng}(Z_\Theta - \lambda I)^\perp = \mathbb{C}\{C_\Theta \Delta_\Theta^\Theta\}, \quad \lambda \in \mathbb{C}_-.$$

As in our previous examples, the model space for $Z_\Theta$ will be the space of functions of the form

$$\hat{f}(\lambda) = \begin{cases} (f, \Delta_\Theta^\Theta)_{\Theta} & \text{if } \lambda \in \mathbb{C}_+ \\ (f, C_\Theta \Delta_\Theta^\Theta)_{\Theta} & \text{if } \lambda \in \mathbb{C}_- \end{cases} = \begin{cases} f(\lambda) & \text{if } \lambda \in \mathbb{C}_+ \\ (C_\Theta f)(\lambda) & \text{if } \lambda \in \mathbb{C}_-. \end{cases}$$

When $\Theta$ is an inner function, we can unpack this a bit further. In this case, as mentioned earlier, the deBranges-Rovnyak space $\mathcal{H}(\Theta)$ is the classical model space $(\Theta H^2(\mathbb{C}_+))^{\perp}$. Moreover, the inner product is the usual $L^2(\mathbb{R})$ inner product. For $f \in (\Theta H^2(\mathbb{C}_+))^{\perp}$ we have $\hat{f}(\lambda) = f(\lambda), \lambda \in \mathbb{C}_+$. For $\lambda \in \mathbb{C}_-$ we have

$$\hat{f}(\lambda) = \langle f, C_\Theta \Delta_\Theta^\Theta \rangle = \frac{1}{2\pi i} \int_\infty^{-\infty} f(x) \frac{\Theta(x)}{x - \lambda} dx - \frac{1}{2\pi i} \Theta(\lambda) \int_\infty^{-\infty} f(x) \frac{1}{x - \lambda} dx.$$

Using Fatou’s jump theorem and a similar computation as used in [6, p. 85], one can show that the non-tangential limits of $f/\Theta$ (from $\mathbb{C}_+$) are equal to the non-tangential limits of $\hat{f}$ (from $\mathbb{C}_-$) almost everywhere on $\mathbb{R}$. Thus $\hat{f}$ is a pseudo-continuation of $f/\Theta$ to $\mathbb{C}_-$. See also [40].

We include $Z_\Theta$ in our list of examples since this operator will be closely related to the model operator on the Herglotz space we discuss later on — and will also help us gain some additional information about the Livsic function.

4. The main results

For a fixed $T \in \mathcal{S}_n(H)$ modeled by $\Gamma$, we have an associated $\mathcal{K}$-valued reproducing kernel Hilbert space $\mathcal{H}(\Gamma)$ of analytic functions on $\mathbb{C} \setminus \mathbb{R}$ such that $T$ is unitarily equivalent to $M_T$ (multiplication by the independent variable) on $\mathcal{H}(\Gamma)$. We also have a formula for the reproducing kernel $K_\lambda(z) = \Gamma(z)^* \Gamma(\lambda)$ for $\mathcal{H}(\Gamma)$. Our first theorem says that the reproducing kernel can be factored in a particular way, which, as we will see momentarily, involves the Livsic characteristic function.
Theorem 4.1. Using the above notation we have

\[ K_\lambda(z) = \Phi(z) \left( \frac{I - V(z)V(\lambda)^*}{1 - b(\lambda)b(z)} \right) \Phi(\lambda)^*, \]

where

\[ V(z) := b(z)\Phi(z)^{-1}\Psi(z), \]
\[ b(z) = \frac{z - i}{z + i}, \quad \Phi(z) := K_i(z)K_i(i)^{-1/2}, \quad \Psi(z) := K_{-i}(z)K_{-i}(-i)^{-1/2}, \]

and \( \Phi \) and \( V \) satisfy the following:

1. The function \( z \mapsto \Phi(z) \) is a \( B(K) \)-valued meromorphic function on \( \mathbb{C} \setminus \mathbb{R} \) which is analytic on \( \mathbb{C}_+ \).
2. The function \( z \mapsto \Psi(z) \) is a \( B(K) \)-valued meromorphic function on \( \mathbb{C} \setminus \mathbb{R} \) which is analytic on \( \mathbb{C}_- \).
3. The function \( z \mapsto V(z) \) is a \( B(K) \)-valued meromorphic function on \( \mathbb{C} \setminus \mathbb{R} \) such that \( \|V(z)\| < 1 \) for all \( z \in \mathbb{C}_+ \).

The skeptical reader might be wondering why factoring the reproducing kernel in this particular way is important. This is answered by the following corollary.

Corollary 4.2. For \( T_1 \in S_n(\mathcal{H}_1) \) and \( T_2 \in S_n(\mathcal{H}_2) \) let \( V_1 \) and \( V_2 \) be the corresponding operators from Theorem 4.1. Then \( T_1 \) is unitarily equivalent to \( T_2 \) if and only if there are constant unitary operators \( R, Q \) on \( K \) so that

\[ V_1(z) = RV_2(z)Q, \quad z \in \mathbb{C}_+. \]

What does all this have to do with Livsic’s theorem?

Corollary 4.3. If \( n < \infty \) and \( T \in S_n(\mathcal{H}) \) then there are constant unitary matrices \( R, Q \) so that

\[ w_T(z) = RV(z)Q, \quad z \in \mathbb{C}_+, \]

i.e., \( w_T(z) \) and \( V(z) \) are equivalent in terms of 1.7.

As to be expected, the proof will require some preliminary technical results.

Remark 4.4. Let us assume that we are working at the \( \mathcal{H}(\Gamma) \) level and thus equate \( f \in \mathcal{H} \) with \( \hat{f} \in \mathcal{H}(\Gamma) \). This will avoid the cumbersome \( \hat{f} \) notation in all of our calculations. With this understanding, we also note that we are now determining when \( M_{T_1} \cong M_{T_2} \), where \( T_j \) is a model for \( T_j \in S_n(\mathcal{H}_j) \) and \( M_{T_j} \) is multiplication by the independent variable from Proposition 2.18.

As we head towards our formula for \( K_\lambda(z) \), let \( P_{\pm i} \) be the orthogonal projections of \( \mathcal{H}(\Gamma) \) onto

\[ \{ f \in \mathcal{H}(\Gamma) : f(\pm i) = 0 \}^\perp. \]

By the definition of reproducing kernel notice that

\[ \{ f \in \mathcal{H}(\Gamma) : f(\pm i) = 0 \}^\perp = \bigvee \{ K_{\pm i}(z)a : a \in K \}. \]

Define

\[ L, R : \mathcal{H}(\Gamma) \to \mathcal{H}(\Gamma) \]

by the formulas

\[ L = \frac{1}{b}(I - P_i), \quad R = b(I - P_{-i}). \]
The alert reader might wonder why these operators \( L \) and \( R \) are actually defined on \( \mathcal{H}(\Gamma) \). Since \( I - P_{\pm} \) is the orthogonal projection of \( \mathcal{H}(\Gamma) \) onto \( \{ f \in \mathcal{H}(\Gamma) : f(\pm i) = 0 \} \) and

\[
b(z) = 1 - \frac{2i}{z - i}, \quad \frac{1}{b(z)} = 1 + \frac{2i}{z + i},
\]

the operators \( R \) and \( L \) become well-defined, and, by the closed graph theorem, bounded on \( \mathcal{H}(\Gamma) \) once we verify the following lemma.

**Lemma 4.6.** If \( f \in \mathcal{H}(\Gamma) \) and \( f(w) = 0 \) for some \( w \in \mathbb{C} \setminus \mathbb{R} \), then \( \frac{f}{z-w} \in \mathcal{H}(\Gamma) \).

**Proof.** If \( f(w) = 0 \) then \( \Gamma(w)^* f = 0 \) which implies \( f \in \text{Rng}(T - wI) \). Thus \( f = (T - w)g \) for some \( g \in \mathcal{D}(T) \). Now,

\[
f(z) = \Gamma(z)^* f = \Gamma(z)^* (T - w)g = (z - w)g(z), \quad (4.7)
\]

which demonstrates that \( \frac{f}{z-w} = g \in \mathcal{H}(\Gamma) \). \( \square \)

Since \( M_{T} f = zf \) on \( \mathcal{H}(\Gamma) \) is symmetric with equal deficiency indices, then its Cayley transform \( C_{T} := (M_{T} - iI)(M_{T} + iI)^{-1} \), is a partial isometry with initial space \( (P_{-i}\mathcal{H}(\Gamma))^\perp \) and final space \( (P_{i}\mathcal{H}(\Gamma))^\perp \). Moreover

\[
C_{T} f = bf, \quad f \in (P_{-i}\mathcal{H}(\Gamma))^\perp.
\]

**Lemma 4.8.** \( L^* = R \)

**Proof.** Note that \( (Lf)(-i) = 0 = (Rf)(i) \) and so

\[
(Lf, P_{-i}g)_{\mathcal{H}(\Gamma)} = 0 = (P_{i} f, Rg)_{\mathcal{H}(\Gamma)}.
\]

Also note that, via the above Cayley transform discussion, the map \( f \mapsto bf \) is a partial isometry with initial space \( (P_{-i}\mathcal{H}(\Gamma))^\perp \) and final space \( (P_{i}\mathcal{H}(\Gamma))^\perp \). Putting this all together we get

\[
(Lf, g)_{\mathcal{H}(\Gamma)} = (Lf, g - P_{-i}g)_{\mathcal{H}(\Gamma)} = (bLf, b(g - P_{-i}g))_{\mathcal{H}(\Gamma)} = (f - P_{i} f, Rg)_{\mathcal{H}(\Gamma)} = (f, Rg)_{\mathcal{H}(\Gamma)},
\]

which proves \( L^* = R \). \( \square \)

**Lemma 4.9.** For each \( a \in K \) and \( \lambda, z \in \mathbb{C} \setminus \mathbb{R} \) we have

\[
K_{\lambda}(z)a = \frac{(P_{i}K_{\lambda}(\cdot)a)(z) - \bar{b}(\lambda)b(z)(P_{-i}K_{\lambda}(\cdot)a)(z)}{1 - \bar{b}(\lambda)b(z)}.
\]

**Proof.** First let us compute \( (L^* K_{\lambda}(\cdot)a)(z) \) and \( (R K_{\lambda}(\cdot)a)(z) \). Indeed, for any \( f \),

\[
(f, L^* K_{\lambda}(\cdot)a)_{\mathcal{H}(\Gamma)} = (Lf, K_{\lambda}(\cdot)a)_{\mathcal{H}(\Gamma)} = \frac{1}{b} (f - P_{i}f, K_{\lambda}(\cdot)a)_{\mathcal{H}(\Gamma)}
\]

which proves \( L^* = R \). \( \square \)
Use this formula along with the estimate
\[ (f, K_{\lambda}(\cdot) a - P_i K_{\lambda}(\cdot) a)_{\mathcal{H}(\Gamma)} \]

This means that
\[ (L^* K_{\lambda}(\cdot) a)(z) = \frac{1}{b(\lambda)} (K_{\lambda}(z) a - (P_i K_{\lambda}(\cdot) a)(z)). \]

A similar computation yields
\[ (RK_{\lambda}(\cdot) a)(z) = b(z) (K_{\lambda}(z) a - (P_{-i} K_{\lambda}(\cdot) a)(z)). \]

Using Lemma 4.10 we equate the two previous formulas for \((L^* K_{\lambda}(\cdot) a)(z)\) and \((RK_{\lambda}(\cdot) a)(z)\) and then work the algebra to get the result. 

**Remark 4.10.** Let us pause for a moment to remember, since this will be important for what follows, that by the definition of a model \(\Gamma\) and the formula for the reproducing kernel \(K_{\lambda}(z) = \Gamma(z)^* \Gamma(\lambda)\), the operator \(K_{\lambda}(z) : \mathcal{K} \to \mathcal{K}\) is invertible whenever \(\lambda, z \in \mathbb{C}_+\) or \(\lambda, z \in \mathbb{C}_-\).

**Lemma 4.11.** If
\[ \Phi(z) := K_i(z) K_i(i)^{-1/2}, \quad \Psi(z) := K_{-i}(z) K_{-i}(-i)^{-1/2}, \]
then for all \(a \in \mathcal{K}\),
\[ (P_i K_{\lambda}(\cdot) a)(z) = \Phi(z) \Phi(\lambda)^* a, \quad (P_{-i} K_{\lambda}(\cdot) a)(z) = \Psi(z) \Psi(\lambda)^* a. \]

**Proof.** For \(z, \lambda \in \mathbb{C} \setminus \mathbb{R}\) and \(a \in \mathcal{K}\) notice that
\[ \Phi(z) \Phi(\lambda)^* a = K_i(z) K_i(i)^{-1/2} K_i(i)^{-1/2} K_{\lambda}(i) a = K_i(z) K_i(i)^{-1} K_{\lambda}(i) a \]
which, by \(b \in \mathcal{K}\) belongs to \(P_i \mathcal{H}(\Gamma)\). To finish the proof we need to show that
\[ (K_{\lambda}(\cdot) a - \Phi(\cdot) \Phi(\lambda)^* a, \Phi(\cdot) \Phi(\lambda)^* b)_{\mathcal{K}} = 0, \quad \forall b \in \mathcal{K}. \]
This can be routinely verified with the definition of the reproducing kernel as well as the fact that \(K_i(i)\) is self-adjoint and invertible. 

**Lemma 4.12.** For each \(z \in \mathbb{C}_+\), the operator \(V(z) : \mathcal{K} \to \mathcal{K}\) defined by
\[ V(z) := b(z) \Phi(z)^{-1} \Psi(z) \]
is a strict contraction.

**Proof.** It suffices to prove that \(\|V(z)^*\| < 1\) for each fixed \(z\). To this end, note that the above technical lemmas show that
\[ K_{\lambda}(\lambda) = \frac{1}{1 - |b(\lambda)|^2} (\Phi(\lambda) \Phi(\lambda)^* - |b(\lambda)|^2 \Psi(\lambda) \Psi(\lambda)^*), \quad \lambda \in \mathbb{C}_+. \]
Use this formula along with the estimate
\[ (K_{\lambda}(\lambda) a, a)_{\mathcal{K}} \geq \epsilon(\lambda) \|a\|^2, \]
(from Remark 4.10) to get, after re-arranging some terms,
\[ \epsilon(\lambda)(1 - |b(\lambda)|^2) \|a\|^2 \leq \|\Phi(\lambda)^* a\|^2 - |b(\lambda)|^2 \|\Psi(\lambda)^* a\|^2. \]
Re-arrange the terms from the previous line to see that
\[ |b(\lambda)|^2 \|\Psi(\lambda)^* a\|^2 \leq \|\Phi(\lambda)^* a\|^2 - \epsilon(\lambda)(1 - |b(\lambda)|^2) \|a\|^2. \]
Thus

\[ \text{Proof.} \]

Suppose Lemma 4.14. From here we see that which will contradict the fact that (Φ(λ))^{−1}x_\\forall. The previous inequality will show that

\[ (\Phi(\lambda))^{−1}x_n \rightarrow 0 \]

which will contradict the fact that (Φ(λ))^{−1} is an invertible operator and hence must be bounded below. Thus \|V(\lambda)^*\| < 1.

\[ \square \]

Remark 4.13. Using the fact that |b(z)| > 1 when \( z \in \mathbb{C}_- \), one can run the above proof again to show that \|V(z)\| > 1 when \( z \in \mathbb{C}_- \). Note that \( V(z) \) might have a pole when \( z \in \mathbb{C}_- \). In fact if \( V(z) = 0 \) for some \( z \in \mathbb{C}_+ \) then \( V \) will have a pole at \( \gamma \) of the same order. See Remark 4.13 below for more on this.

\[ \text{Proof of Theorem 4.1.} \]

Since the statements of the theorem are contained in the above technical Lemmas, we just need to prove the formula for the kernel function. Indeed,

\[ K_\lambda(z) = \Phi(z)\Phi(\lambda)^* - b(z)b(\lambda)^*\Psi(z)\Psi(\lambda)^* \]

\[ \quad \quad = \Phi(z) \left( \frac{\Phi(\lambda)^* - b(z)b(\lambda)^*\Phi(z)^{-1}\Psi(z)\Psi(\lambda)^*}{1 - b(z)b(\lambda)} \right) \Phi(\lambda)^* \]

\[ \quad \quad = \Phi(z) \left( \frac{I - b(z)b(\lambda)^*\Phi(z)^{-1}\Psi(z)\Psi(\lambda)^*(\Phi(\lambda)^*)^{-1}}{1 - b(z)b(\lambda)} \right) \Phi(\lambda)^* \]

\[ \quad \quad = \Phi(z) \left( \frac{I - V(z)V(\lambda)^*}{1 - b(z)b(\lambda)} \right) \Phi(\lambda)^*. \]

This completes the proof. \[ \square \]

The proof of Corollary 4.12 requires another technical lemma.

Lemma 4.14. Suppose \( M_{\Gamma_1} \cong M_{\Gamma_2} \) via the unitary operator \( U : H_1(\Gamma_1) \rightarrow H_2(\Gamma_2) \).

Then there is an analytic operator-valued function \( W \) on \( \mathbb{C} \setminus \mathbb{R} \) such that

\[ (Uf)(\lambda) = W(\lambda)f(\lambda), \quad f \in H_1(\Gamma_1), \quad \lambda \in \mathbb{C} \setminus \mathbb{R}. \]

\[ \text{Proof.} \]

For any \( f \in \mathcal{D}(M_1) \) and \( g \in H_1(\Gamma_1) \) we have

\[ \langle (M_{\Gamma_1} - \lambda I)f, g \rangle_{H_1(\Gamma_1)} = \langle (M_{\Gamma_2} - \lambda I)Uf, Ug \rangle_{H_2(\Gamma_2)}. \]

Thus \( g \in \text{Rng}(M_{\Gamma_2} - \lambda I)^\perp \iff Ug \in \text{Rng}(M_{\Gamma_2} - \lambda I)^\perp \) and so \( U \) maps \( \text{Rng}(M_{\Gamma_2} - \lambda I)^\perp \) onto \( \text{Rng}(M_{\Gamma_2} - \lambda I)^\perp \).

By the identity

\[ \bigvee \{K_\lambda^j(\cdot) a : a \in K} = \text{Rng}(M_{\Gamma_j} - \lambda I)^\perp, \quad j = 1, 2, \]
we see, for every $a \in \mathcal{K}$, that $\mathcal{U} \mathcal{K}_{1}(z)a \in \text{Rng}(\mathcal{M}_{2} - \lambda I)^{\perp}$ and so there exists an invertible operator $J(\lambda) : \mathcal{K} \to \mathcal{K}$ with $\mathcal{U} \mathcal{K}_{1}(\cdot)a = \mathcal{K}_{2}(\cdot)J(\lambda)a$. Then for any $f \in \mathcal{H}_{1}(\Gamma_{1}), a \in \mathcal{K}, \lambda \in \mathbb{C} \setminus \mathbb{R}$ we have

$$
\langle f(\lambda), a \rangle_{\mathcal{K}} = \langle f, \mathcal{K}_{1}(\cdot)a \rangle_{\mathcal{H}_{1}(\Gamma_{1})}
= \langle Uf, \mathcal{U}\mathcal{K}_{1}(\cdot)a \rangle_{\mathcal{H}_{2}(\Gamma_{2})}
= \langle Uf, \mathcal{K}_{2}(\cdot)J(\lambda)a \rangle_{\mathcal{H}_{2}(\Gamma_{2})}.
$$

Now let $a = J(\lambda)^{-1}b$ to get

$$
\langle (Uf)(\lambda), a \rangle_{\mathcal{K}} = \langle f(\lambda), J(\lambda)^{-1}(b) \rangle_{\mathcal{K}}
= \langle (J(\lambda)^{-1})^{*}f(\lambda), b \rangle_{\mathcal{K}}.
$$

If we now set $W(\lambda) = (J(\lambda)^{-1})^{*}$ then

$$
(Uf)(\lambda) = W(\lambda)f(\lambda),
$$

which completes our proof. □

**Remark 4.15.** Observe that the denominator in the above formula for $K_{\lambda}(z)$ in Theorem 4.1 vanishes when $z = \bar{z}$ and thus the numerator must also vanish. This shows

$$
V(z)V(\bar{z})^{*} = I, \quad z \in \mathbb{C} \setminus \mathbb{R}.
$$

When $V$ has a zero or pole at $z$ the above formula must be interpreted in the usual way (poles cancel out the zeros).

**Proof of Corollary 4.2.** Suppose there are constant unitary matrices $Q$ and $R$ so that $V_{1}(z) = RV_{2}(z)Q$ for all $z \in \mathbb{C}_{+}$. Using the fact that $V(z)V(\bar{z})^{*} = I$ for all $z \in \mathbb{C} \setminus \mathbb{R}$ we see that $V_{1}(z) = RV_{2}(z)Q$ for all $z \in \mathbb{C} \setminus \mathbb{R}$.

First let us relate the two kernel functions $K_{\lambda}(z)$ and $K_{2}(z)$ for the spaces $\mathcal{H}_{1}(\Gamma_{1})$ and $\mathcal{H}_{2}(\Gamma_{2})$. Indeed,

$$
\begin{align*}
K_{\lambda}(z) &= \Phi_{1}(z) \left( \frac{I - V_{1}(z)V_{1}(\lambda)^{*}}{1 - b(z)b(\lambda)} \right) \Phi_{1}(\lambda)^{*} \\
&= \Phi_{1}(z) \left( \frac{I - RV_{2}(z)QQ^{*}V_{2}(\lambda)^{*}R^{*}}{1 - b(z)b(\lambda)} \right) \Phi_{1}(\lambda)^{*} \\
&= \Phi_{1}(z) \left( \frac{RR^{*} - RV_{2}(z)V_{2}(\lambda)^{*}R^{*}}{1 - b(z)b(\lambda)} \right) \Phi_{1}(\lambda)^{*} \\
&= \Phi_{1}(z)R \left( \frac{I - V_{2}(z)V_{2}(\lambda)^{*}}{1 - b(z)b(\lambda)} \right) R^{*} \Phi_{1}(z)^{*} \\
&= (\Phi_{1}(z)R) \left( \frac{I - V_{2}(z)V_{2}(\lambda)^{*}}{1 - b(z)b(\lambda)} \right) (\Phi_{1}(\lambda)R)^{*}.
\end{align*}
$$

Work with the identity

$$
b\Phi_{1}^{-1}\Psi_{1} = Rb\Phi_{2}^{-1}\Psi_{2}Q
$$

to get

$$
\Phi_{1}R = \Psi_{1}Q^{*}\Psi_{2}^{-1}\Phi_{2}.
$$
Plug this into the above calculation for $K_1^2(z)$ to see that

$$K_1^2(z) = (\Phi_1(z)R) \left( \frac{I - V_2(z)V_2(\lambda)^*}{1 - b(z)b(\lambda)} \right) (\Phi_1(\lambda)R)^*$$

$$= (\Psi_1(z)Q^*\Psi_2(z)^{-1}\Phi_2(z)) \left( \frac{I - V_2(z)V_2(\lambda)^*}{1 - b(z)b(\lambda)} \right) (\Psi_1(\lambda)Q^*\Psi_2(\lambda)^{-1}\Phi_2(\lambda))^*$$

$$= (\Psi_1(z)Q^*\Psi_2^{-1}(z))K_2^2(z)(\Psi_1(\lambda)Q^*\Psi_2^{-1}(\lambda))^*$$

$$= G(z)K_2^2(z)G(\lambda)^*,$$

where

$$G(z) = \Psi_1(z)Q^*\Psi_2^{-1}(z).$$

Notice that

$$\bigvee \{K_1^2(\cdot)a : a \in \mathcal{K} \} = \text{Rng}(M_{\Gamma_2} - \lambda I)^\perp = \text{Ker}(M_{\Gamma_2}^* - \overline{\lambda} I) \quad (4.16)$$

and

$$\bigvee \{\text{Ker}(M_{\Gamma_2}^* - \overline{\lambda} I) : \lambda \in \mathbb{C} \setminus \mathbb{R} \} = \mathcal{H}_L(\Gamma_2).$$

Thus we can define the operator $U : \mathcal{H}_L(\Gamma_1) \to \mathcal{H}_L(\Gamma_2)$ first as

$$U_{K_1^2}(\cdot)a = K_2^2(\cdot)G(\lambda)^*a, \quad a \in \mathcal{K}, \lambda \in \mathbb{C} \setminus \mathbb{R},$$

and then extend linearly. We have the following computation

$$\langle U_{K_1^2}(\cdot)a, U_{K_1^2}(\cdot)b \rangle_{\mathcal{H}_L(\Gamma_2)} = \langle K_2^2(\cdot)G(\lambda)^*a, K_2^2(\cdot)G(\eta)^*b \rangle_{\mathcal{H}_L(\Gamma_2)}$$

$$= \langle K_2^2(\eta)G(\lambda)^*a, G(\eta)^*b \rangle_{\mathcal{K}}$$

$$= \langle G(\eta)K_2^2(\eta)G(\lambda)^*a, b \rangle_{\mathcal{K}}$$

$$= \langle K_1^2(\eta)a, b \rangle_{\mathcal{K}}$$

$$= \langle K_1^2(\cdot)a, K_1^2(\cdot)b \rangle_{\mathcal{K}}.$$ 

This says that $U$ is a unitary operator. For $f \in \mathcal{H}_L(\Gamma_2)$ we have

$$\langle (U^*f)(\lambda), a \rangle_{\mathcal{K}} = \langle U^*f, K_1^2(\cdot)a \rangle_{\mathcal{H}_L(\Gamma_1)}$$

$$= \langle f, U_{K_1^2}(\cdot)a \rangle_{\mathcal{H}_L(\Gamma_2)}$$

$$= \langle f(\lambda), G(\lambda)^*a \rangle_{\mathcal{K}}$$

$$= \langle G(\lambda)f(\lambda), a \rangle_{\mathcal{K}}.$$ 

Thus $(U^*f)(\lambda) = G(\lambda)f(\lambda)$ and $M_{\Gamma_1}$ is unitarily equivalent to $M_{\Gamma_2}$ via the unitary $U$. We have just shown that $V_1 = RV_2Q$ implies $M_{\Gamma_1} \cong M_{\Gamma_2}$.

So now suppose that $M_{\Gamma_1} \cong M_{\Gamma_2}$ via a unitary operator $U : \mathcal{H}_L(\Gamma_1) \to \mathcal{H}_L(\Gamma_2)$. Then by Lemma 4.14 there is an analytic operator-valued function $W$ so that $Uf = Wf$. Furthermore since $M_W$ (multiplication by $W$) takes, for each fixed $\lambda \in \mathbb{C} \setminus \mathbb{R}$, $\text{Rng}(M_{\Gamma_2} - \lambda I)^\perp$ onto $\text{Rng}(M_{\Gamma_2} - \lambda I)^\perp$, we get that for each $a \in \mathcal{K}$,

$$M_WK_1^2(\cdot)K_1^2(\lambda)^{-1/2}a = K_2^2(\cdot)K_2^2(\lambda)^{-1/2}R(\lambda)a$$

for some invertible linear operator $R(\lambda) : \mathcal{K} \to \mathcal{K}$. Observe that for any $a, b \in \mathcal{K}$,

$$\langle M_WK_1^2(\cdot)K_1^2(\lambda)^{-1/2}a, M_WK_1^2(\cdot)K_1^2(\lambda)^{-1/2}b \rangle_{\mathcal{H}_L(\Gamma_2)}$$

$$= \langle K_1^2(\cdot)K_1^2(\lambda)^{-1/2}a, K_1^2(\cdot)K_1^2(\lambda)^{-1/2}b \rangle_{\mathcal{H}_L(\Gamma_1)}$$

$$= \langle K_1^2(\lambda)K_1^2(\lambda)^{-1/2}a, K_1^2(\lambda)^{-1/2}b \rangle_{\mathcal{K}}.$$
\[ \langle a, b \rangle_K. \]

On the other hand,
\[
\langle M W K_1^1(\cdot)K_1^1(\lambda)^{-1/2}a, M W K_1^1(\cdot)K_1^1(\lambda)b \rangle_{\mathcal{H}_2}(\lambda_2) = \langle K_1^1(\cdot)K_1^1(\lambda)^{-1/2}R(\lambda)a, K_1^1(\cdot)K_1^1(\lambda)^{-1/2}R(\lambda)b \rangle_{\mathcal{H}_2}(\lambda_2)
= \langle R(\lambda)a, R(\lambda)b \rangle_K.
\]
This implies that \( R(\lambda) : \mathcal{K} \to \mathcal{K} \) is unitary for each \( \lambda \in \mathbb{C} \setminus \mathbb{R} \). We leave it to the reader to check that the following two identities
\[
W(z)K_1^1(z)K_1^1(i)^{-1/2} = K_1^2(z)K_1^2(i)^{-1/2}R(i)
W(z)K_1^1(z)K_1^1(-i)^{-1/2} = K_2^2(z)K_2^2(-i)^{-1/2}R(-i)
\]
yield
\[
R(i)V_1(z) = V_2(z)R(-i)
\]
which completes the proof. \( \square \)

We can now prove that the invariant \( V \) from Lemma 4.12 and Livsic’s \( w_T \) from \( 1.8 \) are indeed equivalent.

**Proof of Corollary 4.3** Let \( \Gamma \) be a model for \( T \), and consider the model space \( \mathcal{H}(\Gamma) \). Hence there is an \( n \)-dimensional Hilbert space \( \mathcal{K} \) such that \( \Gamma(z) : \mathcal{K} \to \text{Rng}(T - zI)^{1/2} \) is bounded and invertible for each \( z \in \mathbb{C} \setminus \mathbb{R} \). Suppose that \( \{e_j\}_{j=1}^n \) is a fixed orthonormal basis for \( \mathcal{K} \).

From our earlier work, \( T \) is unitarily equivalent to \( M := M_T \) which acts (densely) as multiplication by \( z \) on \( \mathcal{H}(\Gamma) \), and so, without loss of generality, we assume that \( T = M \) and \( \mathcal{H} = \mathcal{H}(\Gamma) \). Then the Livsic characteristic function for \( T \) is
\[
w_T(z) := b(z)B(z)^{-1}A(z),
\]
where
\[
B(z) = \begin{bmatrix} \langle (M' - iI)(M' - zI)^{-1}u_j, u_k \rangle \end{bmatrix},
A(z) = \begin{bmatrix} \langle (M' + iI)(M' - zI)^{-1}u_j, u_k \rangle \end{bmatrix},
\]
\( \{u_k\}_{k=1}^n \) is any orthonormal basis for \( \text{Ker}(M' - iI) \) and \( M' \) is some fixed (canonical) self-adjoint extension of \( M \). Now since \( \{e_j\}_{j=1}^n \) is orthonormal, we see that
\[
u_j := K_{-i}(\cdot)K_{-i}(-i)^{-1/2}e_j, \quad 1 \leq j \leq n,
\]
forms an orthonormal basis for \( \text{Ker}(M^* - iI) \). Indeed,
\[
\langle u_j, u_k \rangle_{\mathcal{H}} = \langle K_{-i}(\cdot)K_{-i}(-i)^{-1/2}e_j, K_{-i}(\cdot)K_{-i}(-i)^{-1/2}e_k \rangle_{\mathcal{H}}
= \langle K_{-i}(-i)K_{-i}(-i)^{-1/2}e_j, K_{-i}(-i)^{-1/2}e_k \rangle_{\mathcal{K}}
= \langle e_j, e_k \rangle_{\mathcal{K}}.
\]

Thus we can assume, with at most creating an equivalent Livsic characteristic function, the \( u_j \) have this form. From our Krein trick in \( 2.3 \) we also know, for any \( z \in \mathbb{C} \setminus \mathbb{R} \), that
\[
(M' - iI)(M' - zI)^{-1} : \text{Ker}(M^* - iI) \to \text{Ker}(M^* - zI)
\]
is bounded and invertible, so that we can find a bounded invertible operator \( V_z : \mathcal{K} \to \mathcal{K} \) such that
\[
(M' - iI)(M' - zI)^{-1}u_j = K_z(\cdot)V_z e_j.
\]
Here we are using the fact that \( \text{Ker}(M^*-\pi I) \) is spanned by the vectors 
\[
K_z(\cdot)e_j, \quad 1 \leq j \leq n.
\]
Actually they form a Riesz basis which ensures that \( V_z \) is bounded and invertible when \( n = \infty \).

We can now compute \( A(z) \) as 
\[
A(z) = \left[ ((M' + iI)(M' - zI)^{-1}u_j, u_k) \right]
= \left[ (u_j, (M' - iI)(M' - \pi I)^{-1}u_k) \right]
= \left[ \langle K_{-i}(\cdot)K_{-i}(-i)^{-1/2}e_j, K_z(\cdot)V_z e_k \rangle \right],
\]
and it follows that 
\[
A(z) = V_z^* K_{-i}(z)K_{-i}(-i)^{-1/2} = V_z^* \Psi(z).
\]

Similarly,
\[
B(z) = \left[ ((M' - iI)(M' - zI)^{-1}u_j, u_k) \right]
= \left[ ((M' - iI)(M' + iI)^{-1}u_j, (M' - iI)(M' - \pi I)^{-1}u_k) \right]
= \left[ \langle K_i(\cdot)K_i(i)^{-1/2}Ue_j, K_z(\cdot)V_z e_k \rangle \right].
\]
Here we have that \( U : \mathcal{K} \to \mathcal{K} \) is some fixed unitary operator. The existence of \( U \) follows from the facts that \( (M' - iI)(M' + iI)^{-1} \) is unitary and that for any orthonormal basis \( \{b_j\}_{j=1}^n \) of \( \mathcal{K} \), \( K_i(\cdot)K_i(i)^{-1/2}b_j \) is an orthonormal basis of \( \text{Ker}(M^* + iI) \). This shows that \( B(z) = V_z^* K_i(z)K_i(i)^{-1/2}U = V_z^* \Phi(z)U \). Hence 
\[
w_T(z) = b(z)B(z)^{-1}A(z) = U^*b(z)\Phi(z)^{-1}(V_z^*)^{-1}V_z^*\Psi(z) = U^*V_T(z).
\]
Since \( U \) is a constant unitary matrix we conclude that \( V_T \) and \( w_T \) are equivalent. \( \square \)

5. Computing the characteristic function

Let us compute the characteristic functions \( V \) for the examples mentioned earlier. After discussing Herglotz spaces we will use these computations to make come interesting connections to these operators to vector-valued deBranges-Rovnyak spaces.

5.1. Differentiation. Let us return to the differentiation example \( Tf = if' \) on \( L^2[-\pi, \pi] \) with domain \( \{ f \in L^2[-\pi, \pi] : f(-\pi) = f(\pi) = 0 \} \) from Example 3.1. We saw that the corresponding Hilbert space of analytic functions on \( \mathbb{C} \setminus \mathbb{R} \) was the Paley-Wiener (type) space with reproducing kernel
\[
K_\lambda(z) = 2\sin \pi \left( \frac{z - \lambda}{z - \lambda} \right).
\]
A computation will show that 
\[
K_i(i) = K_{-i}(-i) = \sin \pi
\]
and thus the Livsic function \( V(z) \) is 
\[
V(z) = \left( \frac{z - i}{z + i} \right) \frac{\sin \pi (z - i)}{\sin \pi (z + i)}, \quad z \in \mathbb{C}_+.
\]
Notice how \(|V(z)| < 1\) on \(\mathbb{C}_+\) with zeros \(\{i + \pi n : n \in \mathbb{Z}\}\) and \(|V(z)| > 1\) on \(\mathbb{C}_-\) with poles \(\{-i + \pi n : n \in \mathbb{Z}\}\). A computation will show that \(|V(x)| = 1\) for \(x \in \mathbb{R}\) and so \(V\) is inner on \(\mathbb{C}_+\). This will be important later on.

5.2. **Double differentiation.** For the operator \(Tf = -f''\) discussed in Example 3.2, the kernel function \(K_\lambda(z)\) was computed to be

\[
K_\lambda(z) = \frac{-i}{\epsilon_z \sqrt{z} - \epsilon_\lambda(\lambda)^2},
\]

where \(\epsilon_\lambda = 1\) if \(\Im \lambda > 0\) and \(\epsilon_\lambda = -1\) if \(\Im \lambda < 0\). In this example,

\[
K_i(i) = K_{-i}(-i) = \frac{1}{\sqrt{2}}
\]

and so

\[
V(z) = \left(\frac{z - i}{z + i}\right) \frac{\sqrt{z} - \frac{1+i}{\sqrt{2}}}{\sqrt{z} + \frac{1+i}{\sqrt{2}}}, \quad z \in \mathbb{C}_+.
\]

One needs to be careful when computing \(V(z)\) for \(\Im z < 0\) since \(\epsilon_z = -1\) and so \(\sqrt{z}\) changes to \(-\sqrt{z}\) in the above formula for \(V(z)\). A computation will show that \(|V(x)| = 1\) for \(x < 0\) and so, although \(V\) is not inner on \(\mathbb{C}_+\), it is an extreme function for the unit ball of \(H^\infty(\mathbb{C}_+)\) – which will become important later when we discuss deBranges-Rovnyak spaces.

5.3. **Sturm-Liouville operators.** This example is a continuation of Example 3.3. We will assume that \(I\) is a closed finite interval such that \(1/p, q \in L^1(I)\). Recall that in this case the operators \(H(p, q, I)\) which act as

\[
H(p, q, I)f = -(pf')' + qf,
\]

for all \(f \in \mathcal{D}(H(p, q, I)) \subset L^2(I)\) are closed simple symmetric densely defined operators with indices \((2, 2)\).

In this case where \(I\) is finite and \(1/p, q \in L^1(I)\), \(H(p, q, I)\) is called a regular second-order Sturm-Liouville differential operator, and it is known that \(H(p, q, I) - xI\) is bounded below for any \(x \in \mathbb{R}\), so that every \(x \in \mathbb{R}\) is a regular value of \(H(p, q, I)\). Recall that any symmetric operator with this property is called regular.

Here is a brief sketch of a proof that \(H(p, q, I)\) is regular: It can be proven that the domain of \(H(p, q, I)\) is the set of all \(f \in \mathcal{D}(H(p, q, I)^*)\) such that both \(f(a) = 0 = f(b)\) and \(p(a)f'(a) = 0 = p(b)f'(b)\) [33, Lemma 1, Section 17.3]. Hence if \(x \in \mathbb{R}\) was an eigenvalue of \(H(p, q, I)\) with corresponding eigenfunction \(f \in \mathcal{D}(H(p, q, I))\), \(f\) would be a solution to the ordinary differential equation:

\[
-(pf')' + qf = xf,
\]

which obeys the boundary conditions \(f(a) = 0\) and \(p(a)f'(a) = 0\). The existence-uniqueness theorem for ordinary differential equations [33, Theorem 2, Section 16.2] would then imply that \(f = 0\). This contradiction proves that \(H(p, q, I)\) has no eigenvalues. Now by [33, Theorem 1, Section 19.2], the resolvent \((H - zI)^{-1}\), where \(z \in \mathbb{C} \setminus \mathbb{R}\) and \(H\) is any fixed self-adjoint extension of \(H(p, q, I)\), is a compact Hilbert-Schmidt integral operator. It follows that the spectrum of any self-adjoint extension \(H\) of \(H(p, q, I)\) is a discrete sequence of eigenvalues with no finite accumulation point, and \(H\) has no finite essential spectrum. If for some \(x \in \mathbb{R}\), \(H(p, q, I) - xI\) was not bounded below, then since \(x\) cannot be an eigenvalue, it would have to belong to the essential spectrum of \(H(p, q, I)\). It follows from [3] Theorem 1, Section 83] that
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If $x$ would have to belong to the essential spectrum of every self-adjoint extension $H$ of $H(p,q,I)$, and this contradicts the fact that the essential spectrum of any such self-adjoint extension is empty. Note here that the Cayley transforms $b(H)$ and $b(H(p,q,I))$ of $H$ and $H(p,q,I)$ differ by a finite rank perturbation, so this also follows from the fact that any two bounded operators which differ by a compact perturbation have the same essential spectrum. In conclusion $H(p,q,I) - xI$ is bounded below for any $z \in \mathbb{C}$, and $H(p,q,I)$ is regular. Also note that any regular symmetric operator $T$ must also be simple, as if $T$ had a self-adjoint restriction $T_0$, then $T_0$ would have spectrum so that $T_0 - xI$ and hence $T - xI$ would not be bounded below for some $x \in \mathbb{R}$. This provides another proof that $H(p,q,I)$ is simple in this case.

Let $V_I$ denote the characteristic function of $H(p,q,I)$. By a result of Livsic, [29, Theorem 4], since every $x \in \mathbb{R}$ is a regular point of $H(p,q,I)$, it follows that $V_I$ is a $2 \times 2$ matrix-valued inner function which has an analytic extension to a neighborhood of $\mathbb{R}$. To actually compute this inner characteristic function $V_I$, let $u_z, v_z$ be the entire $L^2(I)$-valued functions spanning Ker($H(p,q,I)^* - zI$) discussed in Example [33] As in Example [33] if we define

$$
\gamma_1(z) = u_z, \quad \gamma_2(z) = v_z
$$

and

$$
\gamma_I(z) = \gamma_1(z) \otimes e_1 + \gamma_2(z) \otimes e_2,
$$

then $\gamma : \mathbb{C} \setminus \mathbb{R} \to \text{Ker}(H(p,q,I)^* - zI)$ is a model for $H(p,q,I)$ and $H(\gamma_I)$ has reproducing kernel:

$$
K^I(z) = \left( \begin{array}{cc}
\int_I u_I(x) \overline{u_I(x)} dx & \int_I u_I(x) \overline{v_I(x)} dx \\
\int_I v_I(x) \overline{u_I(x)} dx & \int_I v_I(x) \overline{v_I(x)} dx
\end{array} \right).
$$

From this one can compute the characteristic function $V_I$ as

$$
V_I(z) = b(z) \Phi^I(z)^{-1} \Psi^I(z)
$$

where

$$
b(z) = \frac{z - i}{z + i},
$$

$$
\Phi^I(z) = K^I(z) K^I(i)^{-1/2},
$$

and

$$
\Psi^I(z) = K^I_1(z) K^I_1(-i)^{-1/2}.
$$

Note that both $\Phi^I(z)$ and $\Psi^I(z)$ are entire matrix functions of $z \in \mathbb{C}$.

Now consider a larger interval $J \supset I$, and repeat the above arguments for the operator $H(p,q,J)$ acting on its dense domain in $L^2(J)$. Note that $H(p,q,J) \supset H(p,q,I)$, i.e.

$$
\mathcal{D}(H(p,q,J)) \supset \mathcal{D}(H(p,q,I)), \quad H(p,q,J)|\mathcal{D}(H(p,q,I)) = H(p,q,I).
$$

Observe that if $U_J : L^2(J) \to \mathcal{H}(\Gamma_J)$ is the isometry defined by

$$
(U_J f)(z) = \Gamma_J(z)^* f = (\langle f, u_{\Gamma_J} \rangle, \langle f, v_{\Gamma_J} \rangle),
$$

that $U_J|L^2(I) = U_I$ where $U_I$ is the corresponding isometry of $L^2(I)$ onto $\mathcal{H}(\Gamma_I)$ which takes $H(p,q,I)$ onto $M_I = U_I H(p,q,I)U_I^*$, the symmetric operator of multiplication by $z$ in $\mathcal{H}(\Gamma_I)$. This shows that $\mathcal{H}(\Gamma_I)$ is a closed subspace of $\mathcal{H}(\Gamma_J)$, and that if $M_J = U_J H(p,q,J)U_J^*$ is the corresponding operator of multiplication by $z$ in $\mathcal{H}(\Gamma_J)$ then $M_I \subset M_J$. Since the characteristic functions $V_I$ and $V_J$ are
inner, it will further follow from Theorem 7.1 of the last section of this paper that multiplication by \( \Phi_I \), where \( \Phi_I(z) = K^I_i(z)K^I_i(i)^{-1/2} \), is an isometric multiplier from the model subspace \( \mathcal{H}_I := H^2 \oplus V_I H^2 \) into \( \mathcal{H}_J \). These observations seem to be connected to the results of [39], and although we will not pursue this further here, it would be interesting to investigate this in a future paper.

5.4. Multiplication by the independent variable. For the example of \( M_\mu \), the restriction of \( M_\mu \), multiplication by the independent variable on \( L^2(\mu) \), to \( \{ f \in L^2(\mu) : xf \in L^2(\mu), \int fd\mu = 0 \} \), recall that the reproducing kernel for the corresponding Hilbert space of analytic functions on \( \mathbb{C} \setminus \mathbb{R} \) (the Cauchy transforms of \( L^2(\mu) \) functions) is

\[
K_\lambda(z) = \int \frac{1}{(x - z)(x - \lambda)} d\mu(x).
\]

Notice that \( K_i(i) = K_{i-1}(-i) = \int \frac{1}{1 + x^2} d\mu(x) \) and so the Livsic characteristic function is

\[
V(z) = \frac{z - i}{z + i} \int \frac{d\mu(t)}{(t - i)(t - z)}, \quad z \in \mathbb{C}_+.
\]

One can use the Poisson integral theory to show that \( V \) is inner on \( \mathbb{C}_+ \) if and only if \( \mu \) is singular with respect to Lebesgue measure on \( \mathbb{R} \). If \( \mu \) has no support on an interval \( I \subset \mathbb{R} \), then, since \( |V(x + iy)| < 1 \) for \( x \in I, y > 0 \) while \( |V(x + iy)| > 1 \) for \( x \in I, y < 0 \), and \( V \) has an obvious analytic continuation across \( I \), we see that \( |V(x)| = 1 \) on \( I \). Though \( V \), in this case where the support of \( \mu \) omits an interval, may not be inner (unless \( \mu \) is singular with respect to Lebesgue measure), it is an extreme function (see the definition of extreme functions in the last section).

5.5. Toeplitz operators. Recall the Toeplitz operator example \( T_g, g \in N_\mathbb{R}^+ \) from Example 3.4. Note that \( T_g \in S_1(H^2) \) precisely when

\[
g = \frac{p + q}{p - q},
\]

where \( p, q \) are order one Blaschke products such that \( p - q \) is outer. One can easily check that

\[
p(z) = z, \quad q(z) = \frac{z - a}{1 - az}, \quad 0 < a < 1,
\]

work.

One can show that when \( a = 1/2 \), \( g \) maps \( \mathbb{D} \) onto \( \mathbb{C} \setminus ((-\infty, \sqrt{3}] \cup [\sqrt{3}, \infty)) \) and

\[
g^{-1}(z) = \frac{\sqrt{z^2 - 3} - 2i}{z - i}.
\]

As worked out in Example 3.4 we saw that

\[
K_\lambda(z) = \frac{1}{1 - g^{-1}(\lambda)g^{-1}(z)} \quad (5.1)
\]
and a computation will show that the corresponding Livsic function $V$ is
\[ V(z) = -\frac{\sqrt{z^2 - 3} - 2z}{\sqrt{3}(z + i)}, \quad z \in \mathbb{C}_+. \]

Another computation will show that $|V(x)| = 1$ on $[-\sqrt{3}, \sqrt{3}]$ and so $V$ is extreme.

Let show how the formula (5.1) can be used to prove a theorem about unitary equivalence of symmetric Toeplitz operators.

**Theorem 5.2.** Let $g, h \in \mathbb{N}_R^+$ be such that $T_g, T_h \in \mathcal{S}_1(H^2)$. Then $T_g \cong T_h$ if and only if $g = h(w)$ where $w$ is a disk automorphism.

**Proof.** If $g = h \circ w$ then the unitary operator $U : H^2 \to H^2$, $Uf = \sqrt{w}(f \circ w)$ satisfies $UT_h = T_g U$ and so $T_g \cong T_h$.

For the other direction, assume $T_g \cong T_h$. By composing with disk automorphisms, which will not change the unitary equivalence of $T_g$ and $T_h$, we can assume that $g(0) = h(0) = -i$. Recall that the kernels $K_g$ and $K_h$ for the associated spaces corresponding to $T_g$ and $T_h$ are given by
\[ K_g^h(z) = \frac{1}{1 - g^{-1}(\lambda)h^{-1}(z)}, \quad K_h^h(z) = \frac{1}{1 - h^{-1}(\lambda)h^{-1}(z)}. \]

Since $T_g \cong T_h$ we have
\[ \frac{K_g^h(z)|| \cdot ||}{K_g^h(z)|| \cdot ||} = \zeta \frac{K_h^h(z)|| \cdot ||}{K_h^h(z)|| \cdot ||} \]
for some $|\zeta| = 1$. This reduces to the identity
\[ \frac{1 - g^{-1}(z)h^{-1}(i)}{\sqrt{1 - |g^{-1}(i)|^2}} = \zeta \frac{1 - h^{-1}(z)h^{-1}(i)}{\sqrt{1 - |h^{-1}(i)|^2}}. \]

Plug in $z = i$ into the above identity to show that $\zeta = 1$ and $|g^{-1}(i)| = |h^{-1}(i)|$. A little algebra will now show that
\[ g^{-1}(z) = \frac{h^{-1}(i)}{g^{-1}(i)} h^{-1}(z) \]
and moreover,
\[ \frac{h^{-1}(i)}{g^{-1}(i)} = \alpha \]
is unimodular. Letting $z = h(t)$ for some $|t| < 1$ we see that
\[ g^{-1}(h(t)) = \alpha t \]
and so $g^{-1} \circ h$ is a disk automorphism. \(\square\)

**Question 5.3.** For $g, h \in \mathbb{N}_R^+$ with $T_g, T_h \in \mathcal{S}_n(H^2)$, when is $T_g \cong T_h$?

For the general case, the answer is unknown but we can make a few general remarks.

**Proposition 5.4.** If $g \in \mathbb{N}_R^+$ and $T_g \in \mathcal{S}_n(H^2)$, $n < \infty$, then the point spectrum $\sigma_p(T_g)$ of $T_g$ satisfies
\[ \sigma_p(T_g) = \left\{ g(z) : z \in \mathbb{D} \right\}. \]
Proof. Since \( T^*_g k_\lambda = g(\lambda)k_\lambda \) we have
\[
\{ g(z) : z \in \mathbb{D} \} \subset \sigma_p(T^*_g).
\]
For the other direction, suppose \( T^*_g f = \eta f \) for some \( f \in \mathcal{D}(T^*_g) \setminus \{0\} \). Then \( f \perp \text{Rng}(T_g - \overline{\eta}I) \) or equivalently
\[
\langle f, (T_g - \overline{\eta}I)h \rangle = 0, \quad \forall h \in \mathcal{D}(T_g).
\]
But writing \( g = b/a \) in the Sarason decomposition from (3.2), we see that \( \mathcal{D}(T_g) = aH^2 \) and so
\[
\langle f, (b/a - \overline{\eta})aw \rangle = 0, \quad \forall w \in H^2,
\]
which implies
\[
\langle f, (b - \overline{\eta}a)w \rangle = 0, \quad \forall w \in H^2.
\]
However, since \( f \neq 0 \), it must be the case that \( b - \overline{\eta}a \) has an inner factor. But since \( a \) and \( b \) are rational functions (Sarason proves that if \( g \) is rational then so are \( a \) and \( b \)) we see that this inner factor is a finite Blaschke product and so \( b - \overline{\eta}a \) must vanish for some \( z \in \mathbb{D} \), i.e., \( g(z) = \overline{\eta} \). Thus we have the inclusion
\[
\sigma_p(T^*_g) \subset \left\{ g(z) : z \in \mathbb{D} \right\},
\]
which completes the proof. \( \square \)

**Corollary 5.5.** Suppose \( g_1, g_2 \in N^+_R \) with \( T_{g_1}, T_{g_2} \in \mathcal{S}_n(H^2) \), \( n \in \mathbb{N} \). If \( T_{g_1} \cong T_{g_2} \), then \( g_1(\mathbb{D}) = g_2(\mathbb{D}) \).

**Proof.** If \( U T_{g_1} = T_{g_2} U \), where \( U : H^2 \to H^2 \) is unitary with \( U \mathcal{D}(T_{g_1}) = \mathcal{D}(T_{g_2}) \), then \( U(T_{g_1} - \lambda I) = (T_{g_2} - \lambda I) \) for all \( \lambda \in \mathbb{C} \). So if \( g \in H^2 \) and \( f \in \mathcal{D}(T_{g_1}) \) with
\[
\langle (T_{g_1} - \lambda I)f, g \rangle = 0,
\]
then
\[
\langle (T_{g_2} - \lambda I)Uf, Ug \rangle = 0.
\]
This means that
\[
g \in \text{Rng}(T_{g_1} - \lambda I)^\perp \iff Ug \in \text{Rng}(T_{g_2} - \lambda I)^\perp
\]
and so
\[
\text{Ker}(T^*_{g_1} - \overline{\lambda}I) \neq \{0\} \iff \text{Ker}(T^*_{g_2} - \overline{\lambda}I) \neq \{0\}.
\]
This means that \( \sigma_p(T^*_{g_1}) = \sigma_p(T^*_{g_2}) \). By the previous proposition we conclude that \( g_1(\mathbb{D}) = g_2(\mathbb{D}) \). \( \square \)

**Remark 5.6.** Notice how the previous corollary gives us a proof of Theorem 5.2 which comes from general principles and does not involve the Livsic characteristic function.

Suppose \( T_g \in \mathcal{S}_n(H^2) \) and we want to compute the Livsic characteristic function. In this case
\[
\text{Ker}(T^*_g - \overline{\lambda}I) = \bigvee \{ k_{z_j}(\lambda) : 1 \leq j \leq n \},
\]
where \( z_1(\lambda), \ldots, z_n(\lambda) \) are the solutions to \( g(z) = \lambda \).

If, and this is not always the case, the \( g \) is such that the \( z_j(\lambda) \) can be chosen so \( \lambda \mapsto z_j(\lambda) \) is analytic on \( \mathbb{C} \setminus \mathbb{R} \). Then we can use our model discussed earlier and define
\[
\gamma(\lambda) = (k_{z_1(\lambda)}, \ldots, k_{z_n(\lambda)}).
\]
The Hilbert space $H(\Gamma)$ is then
\[
\{(f(z_1(\lambda)), \cdots, f(z_n(\lambda))) : f \in H^2\}
\]
with inner product
\[
\langle (f_1(z_1(\lambda)), \cdots, f_1(z_n(\lambda))), (f_2(z_1(\lambda)), \cdots, f_2(z_n(\lambda))) \rangle_{H(\Gamma)} = \langle f_1, f_2 \rangle_{H^2}.
\]
By our earlier discussion, the reproducing kernel is
\[
K_\lambda(z) = \left[ k_{z_1(\lambda)}(z_j) \right]_{1 \leq i,j \leq n}
\]
and the Livsic characteristic function can be computed from here.

Can the above situation actually happen? Yes. Consider the case where $g \in N^+_R$ and $T_g \in S_2(H^2)$ (and consequently $g$ will be univalent). Then $T_{g^2} \in S_2(H^2)$ and to solve $g(z)^2 = \lambda$ we must solve $g(z) = \pm \sqrt{\lambda}$, which, at the end of the day (and since $g$ is invertible) will yield $z_1(\lambda)$ and $z_2(\lambda)$ analytic on $\mathbb{C} \setminus \mathbb{R}$. Note how the kernel function in this case was computed earlier.

So what does this all mean? From our version of Livsic’s theorem we know that $T_{g_1}$ is unitarily equivalent to $T_{g_2}$ if and only if $V_1(\lambda) = RV_2(\lambda)Q$, where $V_1$ and $V_2$ are created from the above expression for $K_\lambda(z)$. It is possible to translate this into a more workable condition – as in the $(1,1)$ case where $g_1$ is unitarily to $T_{g_2}$ if and only if $g_1 = g_2 \circ h$ where $h$ is a disk automorphism.

The more likely situation is when the functions $\lambda \mapsto z_j(\lambda)$ are only locally analytic – to avoid where $g' = 0$. In this case, by Grauert’s construction (or really the Krein construction) we have
\[
\gamma(\lambda) = (\gamma_1(\lambda), \cdots, \gamma_n(\lambda)),
\]
where
\[
\gamma_i(\lambda) = \sum_{j=1}^n a_{i,j}(\lambda)k_{z_j(\lambda)}.
\]
The functions $\lambda \mapsto a_{i,j}(\lambda)$ are locally analytic – avoiding the zeros of $g'$. But somehow, amazingly, $\gamma_j$ are co-analytic on $\mathbb{C} \setminus \mathbb{R}$.

When looking at bounded Toeplitz operators on $H^2$, there is this result of Cowen [8] (see also [43]).

**Theorem 5.7 (Cowen).** Suppose that $\phi_1$ and $\phi_2$ are bounded rational functions on $\mathbb{D}$. Then the following are equivalent:

1. $T_{\phi_1}$ is similar to $T_{\phi_2}$.
2. $T_{\phi_1}$ is unitarily equivalent to $T_{\phi_2}$.
3. There is a bounded function $h$ on $\mathbb{D}$ and Blaschke products $b_1$ and $b_2$ of equal order such that $\phi_1 = h \circ b_1$ and $\phi_2 = h \circ b_2$.

Can we get a similar result for our unbounded Toeplitz operators? We think the answer is yes and we can prove the following result which is analogous to one direction of Cowen’s result [8] for bounded Toeplitz operators. In fact, with nearly the same proof.

**Proposition 5.8.** If $g \in N^+_R$ and $B$ is a finite Blaschke product of order $n$, then
\[
T_{g_0B} \cong \oplus_n T_g.
\]
Proof. Let \( \{w_1, \ldots, w_n\} \) be an orthonormal basis for \((BH^2)^\perp\) (which is \(n\)-dimensional since \(B\) has order \(n\)). Then
\[
\{w_j B^k : 1 \leq j \leq n, k \geq 1\}
\]
is an orthonormal basis for \(H^2\). This allows us to define the unitary operator
\[
U : \oplus_n H^2 \to H^2, \quad U(\oplus_n f_j) = w_1(f_1 \circ B) + \cdots + w_n(f_n \circ B).
\]
If \(g = b/a\) is the canonical representation of \(g\), as before, then, as discussed before, the domain of \(T_g\) is \(aH^2\), the domain of \(T_{g \circ B}\) is \((a \circ B)H^2\), and the domain of \(\oplus_n T_g\) is \(\oplus_n aH^2\).

One easily checks from the definition of \(U\) that \(U(\oplus_n aH^2) = (a \circ B)H^2\) and that
\[
U(\oplus_n T_g) = T_{g \circ B}U.
\]
Thus \(T_{g \circ B} \cong \oplus_n T_g\). \(\square\)

Corollary 5.9. If \(g \in N_R^+\) and \(B_1, B_2\) are Blaschke products of order \(n\), then \(T_{g \circ B_1} \cong T_{g \circ B_2}\).

6. HERGLOTZ SPACES

There are many ways one can create a model space \(\mathcal{H}(\Gamma)\) for a given \(T \in \mathcal{S}_n(\mathcal{H})\), i.e., a Hilbert space of vector-valued analytic functions on \(\mathbb{C} \setminus \mathbb{R}\) for which multiplication by the independent variable is unitarily equivalent to \(T\). Indeed, if \(\mathcal{H}_1\) is a model space for \(T\) and \(W(z) : \mathcal{K} \to \mathcal{K}\) is invertible for each \(z \in \mathbb{C} \setminus \mathbb{R}\) and analytic on \(\mathbb{C} \setminus \mathbb{R}\), then \(\mathcal{H}_2 := W \mathcal{H}_1\) (endowed with the norm \(\|Wf\|_{\mathcal{H}_1} := \|f\|_{\mathcal{H}_1}\)) is also a model space for \(T\). That is to say the map \(f \mapsto Wf\) is an isometric multiplier from \(\mathcal{H}_1\) onto \(\mathcal{H}_2\). Furthermore, as seen by the proof of Corollary 4.2, we know that if \(K^1, K^2\) are the corresponding kernel functions for model spaces \(\mathcal{H}_1, \mathcal{H}_2\) then
\[
K_\lambda^1(z) = W(z) K_\lambda^2(z) W(\bar{\lambda})^*\]
if and only if \(\mathcal{H}_1 = W\mathcal{H}_2\).

We know from our earlier work that, up to unitary operators (matrices), the Livsic function determines unitary equivalence for operators in \(\mathcal{S}_n(\mathcal{H})\). It turns out that one can parameterize these model spaces in terms of the Livsic characteristic function and a certain Herglotz space. This will be the efforts of this section.

So far we know that for our given \(T \in \mathcal{S}_n(\mathcal{H})\) and model \(\Gamma\), the kernel function \(K_\lambda(z)\) can be factored as
\[
K_\lambda(z) = \Phi(z) \left( \frac{I - V(z)\overline{V(\lambda)}}{1 - b(z)b(\lambda)} \right) \Phi(\lambda)^*,
\]
where
\[
\Phi(z) = K_i(z) K_i(i)^{-1/2}, \quad \Psi(z) = K_{-i}(z) K_{-i}(-i)^{-1/2}, \quad V(z) = b(z)\Phi(z)^{-1}\Psi(z),
\]
and \(V\) is, up to unitary operators, the Livsic characteristic function for \(T\). Moreover, \(V\) is contractive on \(\mathbb{C}_+\) and \(V(i) = 0\). Also recall that \(V\) is a meromorphic operator-valued function on \(\mathbb{C}_-\).

As observed earlier in Remark 4.15, but worth reminding here, the denominator in the above formula for \(K_\lambda(z)\) vanishes when \(z = \bar{\lambda}\) and thus the numerator must also vanish. This shows
\[
V(z)V(\overline{z})^* = I, \quad z \in \mathbb{C} \setminus \mathbb{R}.
\]
When $V$ has a zero or pole at $z$ the above formula must be interpreted in the usual way (poles cancel out the zeros). This means that we can use the the identity $V(z)V(\overline{z})^* = I$ along with the fact that $\|V(z)\| < 1$ for all $z \in \mathbb{C}_+$ and $\|V(z)\| > 1$ for all $z \in \mathbb{C}_-$, to see that

$$\Omega(z) := (I + iV(z))(I - iV(z))^{-1}$$

is well defined on $\mathbb{C} \setminus \mathbb{R}$. Moreover, one can check that

1. $z \mapsto \Omega(z)$ is an analytic operator-valued function on $\mathbb{C} \setminus \mathbb{R}$.
2. $\Re\Omega(z) := \frac{1}{2}(\Omega(z) + \Omega(z)^*) \geq 0$ on $\mathbb{C}_+$.
3. $\Omega(z) = -\Omega(\overline{z})^*$.

Such $\Omega$ satisfying the three properties listed above are called Herglotz functions and there is a very large theory of such functions [10, 11, 16, 27]. The literature on this can be a bit confusing at times since Herglotz functions are often defined in slightly different ways or given different names, but they are essentially the same and have the same properties.

A computation will show the following.

**Theorem 6.2.** If

$$W(z) := \sqrt{\pi}(z + i)\Phi(z)(\Omega(z) + I)^{-1}$$

then

$$K_\lambda(z) = W(z) \left( \frac{\Omega(z) + \Omega(\lambda)^*}{\pi i (\overline{\lambda} - z)} \right) W(\lambda)^*.$$

The function

$$K^Y_\lambda(z) = \frac{\Omega(z) + \Omega(\lambda)^*}{\pi i (\overline{\lambda} - z)}.$$

is a positive definite kernel function on $\mathbb{C} \setminus \mathbb{R}$ and, by general theory [37], is the reproducing kernel for a unique vector-valued reproducing Hilbert space $\mathcal{H}(V)$, often called a Herglotz space, and was discussed by L. deBranges [10, 11]. This gives us the following.

**Theorem 6.3.** Any $T \in S_n$, $n \in \mathbb{N} \cup \{\infty\}$, is unitarily equivalent to $M^V$, multiplication by the independent variable on a Herglotz space $\mathcal{H}(V)$, where $V$ is the Livsic function corresponding to $T$. Furthermore, the Livsic function for $M^V$ is $V$.

When $n < \infty$, we can use deBranges’ results [10, 11] further to identify the Herglotz space $\mathcal{H}(V)$ as a space of vector-valued Cauchy transforms. Indeed, by a vector-valued analog of the classical Herglotz theorem (every positive harmonic function on $\mathbb{C}_+$ is the Poisson integral of a measure [12]) there exists a positive matrix-valued measure $\mu$ on $\mathbb{R}$ satisfying (i) $\mu(E) \in M_{n \times n}(\mathbb{C})$, $E \subset \mathbb{R}$, Borel; (ii) $\mu(E) \geq 0$ for all $E$; (iii) $\mu(\bigcup E_j) = \sum_{j} \mu(E_j)$, disjoint $E_j$; (iv)

$$\int \frac{d\mu(t)}{1 + t^2} < \infty, \quad \forall a \in \mathbb{C}^n;$$

(v)

$$K^Y_\lambda(z) = \frac{1}{\pi^2} \int \frac{d\mu(t)}{(t - \lambda)(t - z)},$$

i.e.,

$$\langle K^Y_\lambda(z)a, b \rangle_{\mathbb{C}^n} = \frac{1}{\pi^2} \int \frac{d\mu(t)a(t)}{(t - \lambda)(t - z)}.$$

\[ \forall a, b \in \mathbb{C}^n; \]
(vi) \[ \mathcal{H}(V) = \left\{ \frac{1}{\pi i} \int \frac{d\mu(t)f(t)}{t-z} : f \in L^2_{C_n}(\mu) \right\} \]

and the Cauchy transform takes \( L^2_{C_n}(\mu) \to \mathcal{H}(V) \) in a unitary way. What is vector-valued \( L^2_{C_n}(\mu) \)? If \( f = \sum_j c_j \chi_{E_j} \), \( c_j \in \mathbb{C}^n \), is a simple function, where \( \chi_{E_j} \) is a scalar-valued characteristic function on \( \mathbb{R} \), define \[ \langle f, f \rangle_{L^2_{C_n}(\mu)} = \sum_j \langle \mu(E_j)c_j, c_j \rangle_{\mathbb{C}^n}. \]

Now complete this to get an \( L^2_{C_n}(\mu) \) space. See [5] for more on matrix and operator-valued measures.

In summary, we have the following:

**Corollary 6.4.** Suppose \( T \in \mathcal{S}_n(\mathcal{H}), n \in \mathbb{N} \). Then there is a positive matrix-valued measure \( \mu \) on \( \mathbb{R} \) satisfying the conditions above and such that \( T \) is unitarily equivalent to \( M_{\mu} \), multiplication by the independent variable with domain \( D(M_\mu) = \left\{ f \in L^2_{C_n}(\mu) : xf \in L^2_{C_n}(\mu), \int d\mu(t)f(t) = 0 \right\} \).

**Remark 6.5.**

1. One can also prove this corollary by using the spectral theorem for a self-adjoint extension of \( T \). See [15] for details.
2. When \( n = \infty \), identifying \( \mathcal{H}(V) \) as a vector-valued \( L^2 \)-type space becomes more difficult due to some convergence issues. However, in certain circumstances, e.g., when \( \mu(E) \) is a trace-class operator for every Borel set \( E \), one can identify \( \mathcal{H}(V) \) as an \( L^2 \)-type space. This is worked out carefully in [10].

The function \( \Omega \) in (6.1) can be replaced by \[ (I + AV(z))(I - AV(z))^{-1}, \]

where \( A \in U(n) \), the \( n \times n \) unitary matrices, and an analogous result holds but with a positive \( M_{n \times n} \)-valued measure \( \mu_A \). That is to say \( T \) is unitarily equivalent to \( M_{\mu_A} \), the densely defined multiplication by the independent variable on \( L^2_{C_n}(\mu_A) \). The family of measures \( \{\mu_A : A \in U(n)\} \) is often called the family of Clark measures [7, 13, 32, 38, 41] corresponding to the function \( V \) and have many fascinating properties. We will not go into the details here but one can show the following.

**Theorem 6.6.** For \( T_1 \in \mathcal{S}_n(\mathcal{H}_1), T_2 \in \mathcal{S}_n(\mathcal{H}_2) \) with corresponding Livsic functions \( V_1, V_2 \), we have that \( T_1 \cong T_2 \) if and only if the associated family of Clark measures are the same.

For a positive \( M_{n \times n} \)-valued measure \( \mu \) satisfying the properties discussed above along with \( \mu(\mathbb{R}) = \infty \), one can use Stieltjes inversion formula [11] to produce a \( V \) in the closed unit ball of \( H^\infty_{C_n}(\mathbb{C}_+) \) (\( \mathbb{C}^n \)-valued bounded analytic functions on \( \mathbb{C}_+ \)) such that \( \mu \) belongs to the Clark family of measures corresponding to \( V \). Moreover \( V \) will be the Livsic function corresponding to \( M_\mu \). This tells is the following:
Corollary 6.7. For positive \( M_{n \times n} \)-valued measures \( \mu, \nu \) above we have that \( M_\mu \cong M_\nu \) if and only if \( \mu, \nu \) belong to the same Clark family corresponding to some \( V \) in the unit ball of \( H_{C^\infty}(C_+) \).

We will point out that determining when \( \mu, \nu \) belong to the same Clark family seems to be a difficult problem.

7. deBranges-Rovnyak spaces

In this final section, we will show that when \( V \), the Livsic function for \( T \in S_n(H), n < \infty \), is an extreme function for \( B_{C^n} \), the closed unit ball in \( H_{C^n}(C_+) \), then \( M^V \) on the Herglotz space \( H(V) \) is unitarily equivalent to multiplication by the independent variable on a vector-valued deBrange-Rovnyak space. In the examples we covered, differentiation operators, Sturm-Liouville operators, Toeplitz operators, etc., we will, through the Livsic functions we computed earlier, connect these operators to multiplication operators on these deBranes-Rovnyak spaces.

Along the way, we will show an interesting property of the Livsic function.

Compare the formula (3.9) for the reproducing kernels of the de Branges-Rovnyak space \( K(V) \) with the formulas for the reproducing kernels of the representation space \( H(\Gamma) \) as given in Theorem 4.1,

\[
K_w(z) = \Phi(z) \left( \frac{I - V(z)V(w)^*}{1 - b(w)b(z)} \right) \Phi(w)^*
\]

for any \( w, z \in \mathbb{C} \setminus \mathbb{R} \), where

\[
\Phi(z) = K_i(z)K_i(i)^{-1/2},
\]

and \( K_i(z) = \Gamma(z)^*\Gamma(i) \).

Now let

\[
H(\Gamma)_+ := \bigvee_{\lambda \in \mathbb{C}_+} K_\lambda \mathbb{C}^n \subset H(\Gamma).
\]

Similarly let

\[
H(V)_+ := \bigvee_{\lambda \in \mathbb{C}_+} K^V_\lambda \mathbb{C}^n \subset H(V).
\]

It follows from Section 5 that multiplication by

\[
W(z) := \sqrt{\pi}(z + i)\Phi(z)(\Omega(z) + I)^{-1}
\]

is an isometry of \( H(V) \) onto \( H(\Gamma) \) which takes \( H(V)_+ \) onto \( H(\Gamma)_+ \). This next theorem shows that there is also a natural isometric multiplier from \( H(V)_+ \) onto \( K(V) \).

**Theorem 7.1.** Multiplication by \( U(z) = \sqrt{\pi}(z + i)\Phi(z) \) is an isometry of \( H(V) \) onto \( H(\Gamma)_+ \), and hence \( Q := \frac{1}{2}(I - V) \) is an isometric multiplier of \( H(V)_+ \) onto \( H(V) \).

**Proof.** Since

\[
(I + \Omega)^{-1} = \frac{I + V}{2}
\]

we see that if we can show that \( U \) is an isometric multiplier of \( H(V) \) onto \( H(\Gamma)_+ \), then since

\[
W(z) = \sqrt{\pi}(z + i)\Phi(z)(\Omega(z) + I)^{-1}
\]
is an isometric multiplier of $\mathcal{H}(V)_{+}$ onto $\mathcal{H}(\Gamma)_{+}$, it will follow that

$$WU^{-1} = \frac{I + V}{2} = Q$$

is an isometric multiplier of $\mathcal{H}(V)_{+}$ onto $\mathcal{X}(V)$.

To see that $U$ is an isometric multiplier from $\mathcal{K}(V)$ onto $\mathcal{H}(\Gamma)$, it suffices to verify, as discussed in Section 6, that

$$K_{\lambda}(z) = U(z)\Delta_{\lambda}^{V}(z)U(\lambda)^{*},$$

where $\Delta_{\lambda}^{V}$ and $K_{\lambda}$ are as above. It is indeed easy to check that

$$K_{\lambda}(z) = \Phi(z)\left(\frac{I - V(z)V(\lambda)^{*}}{I - b(\lambda)b(z)}\right)\Phi(\lambda)^{*}$$

$$= \sqrt{\pi}(z + i)\Phi(z)\left(\frac{i}{2\pi}\frac{I - V(z)V(\lambda)^{*}}{z - \lambda}\right)(\sqrt{\pi}(\lambda + i)\Phi(\lambda))^*$$

$$= U(z)\Delta_{\lambda}^{V}(z)U(\lambda)^{*}. \quad (7.2)$$

This proves the claim. □

It can be shown [32] that if $V$ (the Livsic characteristic function) is an extreme point of $\mathcal{B}_{C_{n}}$ then $Q$ is an isometric multiplier from $\mathcal{H}(V)$ onto the de Branges-Rovnyak space $\mathcal{K}(V)$. More precisely, as was discussed in [32, Section 4.3] the Helson-Lowdenslager generalization of Szego’s theorem [22, Theorem 8] allows us to characterize the extreme points of $\mathcal{B}_{C_{n}}$ as follows.

**Theorem 7.3.** Given $V \in \mathcal{B}_{C_{n}}$, the following are equivalent:

1. $V$ is an extreme point.
2. $$\int_{-\infty}^{\infty} \text{tr}(\log(I - |V(x)|)) \frac{1}{1 + x^2} dx = -\infty.$$  
3. $\mathcal{H}(V)_{+} = \mathcal{H}(V)$.

**Remark 7.4.**

1. The theorem above is actually a translation of the results of [32, Section 4.3], which were originally stated for contractive matrix analytic functions on the unit disc, to the setting of the upper half-plane.
2. It follows that if $n < \infty$ and $V$ is an extreme point, that $Q = \frac{1}{2}(I - V)$ is an isometric multiplier of the Herglotz space $\mathcal{H}(V) = \mathcal{H}(V)_{+}$ onto the de Branges-Rovnyak space $\mathcal{X}(V)$. While this fact may still hold in the case where $n = \infty$, our only known proof of the implication (1) ⇒ (3) in the above theorem uses the condition (2), and it is not clear how to formulate (2) in the case where $n = \infty$. Moreover the proof that (2) ⇒ (3) uses the Helson-Lowdenslager generalization of Szego’s theorem, and it is not immediately clear whether there is an analogue of this theorem in the case where $n = \infty$, or whether there is a way to directly prove the implications (1) ⇔ (3).

There is a nice corollary to this result along with Theorem 3.10 which applies, in particular, to the operators mentioned throughout this paper: differentiation,
Corollary 7.5. If $T \in S_n(H), n < \infty$, and its Livsic characteristic function $V$ is an extreme point of $BC_n$, then $T$ is unitarily equivalent to $Z_V$, multiplication by the independent variable in the deBranges-Rovnyak space $\mathcal{K}(V)$. Furthermore, $(V \circ b^{-1})\vec{k}$ does not have an angular derivative at $z = 1$ for any $\vec{k} \in \mathbb{C}^n$.
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